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In April 1995, a two-day workshop/panel on Array Signal Processing (ASP) was held at the National Science
Foundation. Presentations were made by Principal Investigators supported by the Circuits and Signal Processing
Program of the MIPS Division of NSF and by selected researchers from industry. Program directors from different
funding agencies attended the workshop and participated in the panel discussions. Each speaker (i) summarized
their respective research program in terms of goals, potential impact, progress to date, milestones and/or setbacks,
(2) discussed the major research/technological problems facing their respective area of ASP, and (3) provided an
overall assessment of the field including recommendations for future action. The program for this workshop is
listed on the next two pages.

Each presenter at the workshop contributed to this document a concise summary of their presentation, including
illustrative figures and flowcharts, performance curves, and, in some cases, photos of prototype experimental array
systems. These summaries constitute the proceedings of the workshop in Chapter 3. Specific application areas
addressed included wireless/mobile communications, sound reinforcement, ultrasonic imaging, medical imaging,
GPS based navigation, rapid thermal processing for semiconductor manufacturing, and synthetic aperture radar.
A consensus on findings and recommendations for the overall field of ASP based on panel discussions is presented
in Chapters 1 and 2.
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Chapter 1

Executive Summary

1.1 The Workshop

In April 1995, a two-day workshop/panel on Array Sig-
nal Processing (ASP) was held at the National Science
Foundation. This report summarizes the proceedings
of that meeting and of email conversations before and
after the meeting. The participants included active re-
searchers from academia, industry, and government in
a variety of fields (see Appendices A & B).

This workshop and the attendant panel discussion
was modeled after the Signal Processing for the National
Information Infrasructure (NII) Workshop/Panel con-
vened by the National Science Foundation during 18-19
August 1994 and chaired by Professor Robert M. Gray
of Stanford University. The format of the Executive
Summary portion of this document follows closely that
of the Workshop/Panel Report compiled by Professor
Gray.

1.2 Overview

Array Signal Processing (ASP) deals with the multidi-
mensional processing of the signals received at a col-
lection of sensors spaced at discrete points over some
aperture in a multicomponent signal wavefield. One
primary attribute of ASP is the enormous breadth of
applications. The specific application areas discussed
in depth at the workshop are listed below.

• wireless/mobile communications

• sound reinforcement

• ultrasonic imaging

• medical imaging

• GPS (Global Positioning System) based navigation

• rapid thermal processing for semiconductor manu-
facturing

• synthetic aperture radar

• radio direction finding

The primary focus of the workshop was on so-called
smart sensor arrays that automatically adapt to their
environment in combining the outputs of the individual
sensors to strengthen the desired signal while simulta-
neously suppressing interference and noise.

1.2.1 Smart Antenna Arrays for Mo-
bile/Wireless Communications

As a result of the recent and ongoing explosive growth
of the wireless communications industry, there has been
a major resurgence of interest in the use of smart an-
tenna arrays as a means to improve both the chan-
nel capacity and the quality of wireless communications
– cellular telephony, personal communications services
(PCS), and wireless local area networks. Thus, the use
of smart antenna arrays for wireless communications re-
ceived much attention at the workshop.

Sensor array processing for wireless communications
may be viewed as ”the new frontier.” Many years of re-
search and development have gone into the design and
implementation of currently deployed wireless systems,
and their commercial impact is unquestionably being
felt worldwide. These systems, however, face funda-
mental capacity limitations that promise to slow their
penetration substantially once the “squeeze” is felt. Ef-
ficient exploitation of recently developed multidimen-
sional signal processing tools for ASP has the potential

8
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of lifting these systems to the “next level,” providing
for a significant increase in products and services for the
wireless consumer, expanding markets for more sophisti-
cated products from manufacturers, and ultimately pro-
viding for increased productivity and jobs in the private
telecommunications economic sector.

1.3 Findings and Recommenda-
tions

The findings and recommendations highlighted below
were developed over two days of active discussion at
the workshop and through extensive email exchanges in
the weeks surrounding the event. Chapter 2 expands
these findings.

1.3.1 Grand Challenges

Establish testbed(s) for real-time experimental
validation

Live tests demonstrating an easily perceived im-
provement in voice quality in nonstationary, mul-
tipath rich environments should be a high prior-
ity goal. This entails either gaining access to or
building experimental antenna arrays with real-
time processing capabilities. Specifically, this en-
tails the development of facilities that enable the
user to implement (via DSP’s and /or FPGA’s) and
measure the performance of the algorithms under
consideration. Similarly, relative to smart antenna
arrays for PCS, live tests showing a significant mea-
surable increase in data throughput should be a
high priority goal.

Develop (better) methods to assess the perfor-
mance of algorithms on real data

The problem of ascertaining reliable information on
ground truth when dealing with the processing of
real data is of paramount importance, especially in
nonstationary, multipath rich environments. New
concepts are sorely needed to deal with this all-
pervasive, vexing issue. There is also a need to de-
velop acceptable and trustworthy protocols for val-
idating the utility and quality of angle-of-arrival es-
timates, time delay estimates, frequency estimates,

etc., obtained by ASP algorithms, and to develop
the means of predicting utility and quality from
easily made quantitative measurements.

As Array Signal Processing is a sub-discipline of the
overall field of Signal Processing, a number of the find-
ings and recommendations arrived at by the aforemen-
tioned Signal Processing for the NII Workshop Panel
and succinctly articulated by Professor Robert M. Gray
in the attendant Workshop/Panel Report apply here,
mutatis mutandis. Thus, except for minor editing
changes, several of the findings and recommendations
listed below were copied verbatim from the Signal Pro-
cessing for the NII Workshop/Panel Report.

Industrial Collaboration

Finding:
Theory and algorithms for ASP must be developed

in the context of intended applications and in close co-
operation with users if the algorithms are to reflect the
needs of the user community. This involves close collab-
oration with industry, and possibly national and govern-
ment laboratories as well.
Recommendation:

Genuine cooperative efforts for research on smart sen-
sor arrays amongst academia, government and industry
should be initiated and supported to the greatest extent
possible.

Standard Databases

Finding:
Theoretical development of ASP algorithms can often

take place using simulated data for preliminary tests,
but genuine comparisons among competing algorithms
and validation of quality and utility require generally
available standard data sets obtained from experimen-
tal array systems sanctioned by the ASP community.
Hence, common standard databases enhance research
and permit comparison between competing schemes.
Recommendation:

Support the design and establishment of standard
databases for ASP research. This can be done either
through financial support to individual institutions (as
may be necessary for expensive databases) or by pro-
viding a clearing house of publicly available databases,
reachable via the NII. For example, these databases



  

CHAPTER 1. EXECUTIVE SUMMARY 10

could be stored at the signal processing database at Rice
University or on the World Wide Web.

Standards for Algorithm Validation

Finding: It will be useful to develop standards to vali-
date new ASP algorithms, that is, to demonstrate quan-
titatively that they perform as claimed or intended.
Recommendation:

Support the development of standards for validation
of ASP algorithms. This will be strongly application
dependent, but good ideas will benefit several applica-
tions.

Public Education about ASP

Finding:
Commercial companies, including small start-up com-

panies as well as large corporations, need to know what
smart sensor arrays can do for them, and they don’t
necessarily read the IEEE Transactions or attend IEEE
sponsored conferences.
Recommendation:

Fund exploratory R&D targeted at bringing ASP con-
cepts to the general public. In addition, each PI should
be strongly encouraged to inform the public about the
commercial impact of their research.

1.4 Conclusions

The primary goal of this report is to inform both re-
search agencies and the general SP community of the
key role of ASP in future commercial products and to
identify important trends in the development of ASP for
commercial applications. We believe that active coop-
eration among the SP community and many of the user
communities will provide the fastest possible develop-
ment of new and widely useful ASP algorithms. The Na-
tional Science Foundation and other Government agen-
cies can best assist such development by encouraging the
necessary cooperative research and development efforts
by whatever means possible. The balance of support
should be tilted toward the very best research rather
than incremental improvements of mature methods or
unsubstantiated claims of allegedly novel methods.



Chapter 2

Overview of Array Signal Processing
and Recommendations

2.1 Introduction

Array Signal Processing deals with the processing of
signals that arise from multiple sources, typically from
an array or collection of sensors. The spectrum of ap-
plications of ASP is extremely broad as evidenced by
the specific application areas discussed in depth at the
workshop listed in Section 1.2. Other major application
areas of ASP not addressed in detail at the workshop
include sonar, exploration seismology, radio astronomy,
and electromagnetic hyperthermia treatment of cancer.

The type of sensor employed depends on the appli-
cation. In wireless communications, the sensors are an-
tennas which convert electromagnetic energy into elec-
trical signals. In sound reinforcement, the sensors are
microphones which convert variations in air pressure to
electrical signals. In sonar, variations in water pressure
are converted similarly through the use of hydrophones.
In radio astronomy, the sensors are large parabolic re-
flectors such as those comprising the VLA (Very Large
Array) in New Mexico which probes the universe. In the
case of Computed Tomography, an important medical
imaging modality that generates CAT scans, for exam-
ple, the sensors are X-ray detectors.

2.1.1 Smart Antenna Arrays for Mo-
bile/Wireless Communications

Adaptive antenna arrays is a classical example of a dual
use technology. For many years, adaptive antenna ar-
rays were primarily used in military applications for
enhanced LPI (Low Probability of Intercept) through
electronic beamforming effecting high directionality and

null steering in the transmit mode, RF (Radio Fre-
quency) source localization (for Electronic Signal War-
fare) via high-resolution direction finding, and jammer
cancellation via null steering in the receive mode.

The traditional purpose of antenna arrays in commer-
cial wireless communications is to provide spatial diver-
sity for countering fading due to multipath. Recently,
there has been a resurgence of interest in the use of an-
tenna arrays as a means to improve both the channel
capacity and quality of wireless communications – cellu-
lar telephony, personal communications services (PCS),
and wireless local area networks – – by exploiting the
enhanced interference rejection capability they provide.
Co-channel signals may be discriminated based on their
angle-of-arrival at the antenna array site, as well as on
their temporal and/or spectral characteristics.

The world market for base station antennas for digi-
tal wireless applications is projected to grow at an un-
precedented rate. Cellular carriers in the US made need
15,000 new cell sites over the next decade, to upgrade
their services and meet the anticipated demand. PCS
services may require an additional 100,000 sites. Ac-
cording to a report in Microwaves & RF (May, 1995),
“growth for this segment of the antenna market will in-
crease at a rate greater than the total worldwide com-
puter market during at least the next five years.” It is
expected to climb from $64.2 million, in 1994, to $325.5
million, in the year 2000. The trend is toward higher
frequencies (above 900 MHz), lower-power levels, more-
compact designs, and adaptive features.

11
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2.1.2 Recent Evolution of ASP Re-
search

Approximately fifteen years ago, ASP schemes
found new prominence with the advent of so-called
eigenstructure-based or signal subspace methods. The
premise of these techniques is parametric modeling
of the signals of interest. Incorporating a paramet-
ric model into the attendant algorithm allows one
to achieve higher resolution than nonparametric tech-
niques, such as those based simply on Fourier analysis,
for example.

The fundamental principle underlying the eigenstruc-
ture based or signal subspace methods is that each point
source in the field of the view of the sensor array makes
a rank one contribution to the spatial correlation ma-
trix of array outputs. The class of signal subspace al-
gorithms based on the MUSIC algorithm - for MUltiple
SIgnal Classification - developed by Ralph Schmidt at
Stanford University in 1979, extract directional param-
eters about the incident wavefronts by exploiting the
orthogonality between the array manifold vectors asso-
ciated with the incident wavefronts, one per wavefront,
and each of the noise eigenvectors of the spatial cor-
relation matrix, i.e., those eigenvectors associated with
the smallest eigenvalues. The array manifold for a given
source is a vector that describes the relative phase dis-
tribution induced across the array aperture due to the
signal arriving from that source.

The class of signal subspace algorithms based on the
ESPRIT algorithm - for Estimation of Signal Param-
eters by Rotational Invariance Techniques - developed
by Paulraj, Roy, and Kailath at Stanford University in
1985, utilizes a special invariance structure present in
certain array geometries to extract the directional pa-
rameters of the incident wavefronts from the generalized
eigenvalues of submatrices of the spatial correlation ma-
trix. Compared to MUSIC it overcomes the need for ar-
ray calibration, improves the estimation accuracy, and
reduces the computational requirements.

However, despite the many exciting advances in ASP
realized during the last decade, many of the old, un-
resolved stumbling blocks are still there, waiting to
”clothesline” the unsuspecting, e.g., array calibration,
model order estimation, model mismatch, etc. Efforts
must be made to exploit any known temporal character-
istics of the signals of interest to make the spatial pro-
cessing as robust as possible. For example, digital com-

munications signals have a rich structure that should
be exploited to facilitate robust space-time (adaptive)
processing. Thus, there are a host of challenging, al-
beit, important problems awaiting solution, the resolu-
tion of which will unquestionably accelerate the adop-
tion of these tools in the wireless arena.

2.2 Recommendations

Grand Challenges

2.2.1 Establish testbed(s) for real-time
experimental validation

PI’s need to spend more time demonstrating the effi-
cacy of ASP in a truly convincing manner. In par-
ticular, not just processing several frames of (pseudo-
)synthetic data, and claiming superiority over compet-
ing approaches if the direction(s) of arrival estimates
appear to be closer to what was (naively) anticipated,
or some equivalent; rather, exercising the algorithm
“on line,” and evaluating performance by more realistic
means (e.g., perceptual measures).

Live tests demonstrating a easily perceived improve-
ment in voice quality in nonstationary, multipath rich
environments should be a high priority goal, the ulti-
mate goal. This entails either gaining access to or build-
ing experimental antenna arrays with real-time process-
ing capabilities. Specifically, facilities that enable the
user to implement (via DSP’s and /or FPGA’s) and
measure the performance of the algorithms under con-
sideration. Similarly, relative to smart antenna arrays
for PCS, live tests showing a significant measurable in-
crease in data throughput should be a high priority goal.

The following comments from one of the participants
(Professor Rick Blum of Lehigh University) are relevant:

“I have worked in industry for seven years and
part of this time was spent as an analog and
digital electronics designer (for communications).
Some present at this PI meeting continually em-
phasized the difficulty of implementing theoretical
algorithms in ”real” systems. While I agree that
implementing theoretical algorithms can be chal-
lenging, the difficulties can typically be overcome
with a reasonable amount of effort. For this reason,
I feel that the difficulty of implementing theoretical
algorithms was somewhat overstated.”
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2.2.2 Develop (better) methods to as-
sess the performance of algo-
rithms on real data

The problem of ascertaining reliable information on
ground truth when dealing with the processing of real
data is of paramount importance, especially in nonsta-
tionary, multipath rich environments. New concepts are
sorely needed to deal with this all-pervasive, vexing is-
sue. We also need to develop acceptable and trustwor-
thy protocols for validating the utility and quality of
angle-of-arrival estimates, time delay estimates, phase
estimates, etc., obtained by ASP algorithms, and to de-
velop the means of predicting utility and quality from
easily made quantitative measurements.

2.2.3 Industrial Collaboration

PI’s need to develop closer ties to industry. ASP re-
search goals can be identified that are common to a
variety of applications, but the attendant theory and
algorithms must be developed in the context of the in-
tended applications if the algorithms are to truly reflect
the needs of the user community while having the high-
est possible efficiency and performance. This generally
requires close interaction with industry, possibly involv-
ing time spent (physically) by the PI at an industrial
site.

Each PI should work towards giving several talks at
interested companies on their ASP research each year.
Engineers in industry do not, in general, have the time
or background to read the IEEE Transactions, or even
to attend some of the relevant conferences. Most com-
panies have some kind of formal or informal seminar
series and are very open to hearing first hand relevant
university research. In addition, industry can provide
feedback to make the research possibly more relevant
and also introduce the PI to practical problems that
he/she was not aware of but has the expertise to tackle.

The burden is on PIs to demonstrate to industry that
they provide a service that can help industry increase
their profits. In today’s environment this is much more
important than in the past. The government can also
help by giving incentives to encourage industry to sup-
port university research. Once a company supports
some research they will usually interact much more with
the investigator they are supporting.

Genuine cooperative efforts for research on ASP

among academia, government, and industry should be
initiated by every party and supported to the greatest
extent possible. The NSF program GOALI is just one
means of several by which the development of ASP algo-
rithms can be encouraged within the context of specific
applications through collaborative research and devel-
opment.

2.2.4 Standard Databases

Theoretical development of ASP algorithms can often
take place using simulated data for preliminary tests,
but genuine comparisons among competing algorithms
and validation of quality and utility require generally
available standard data sets. Hence common standard
databases can enhance research and ease comparison
among existing schemes and competing new schemes.

A team of investigators should carefully design a set of
scenarios for which data will be collected, and then col-
lect this data from appropriate testbeds. Industry and
university experts should define the ”scenarios of inter-
est” to insure that these scenarios are realistic and to en-
courage industry-university interaction (see below).The
resulting data sets could either be placed on the signal
processing database at Rice University or on the World
Wide Web. The existence of these databases and in-
structions for their use should be made widely available
to relevant SP newsgroups and professional newsletters.

Along with the data should be substantial documen-
tation of the experimental array system that generated
the data, including calibration procedures employed as
well as overall system parameters and some specifics
on the components comprising the array. Principal In-
vestigators who build experimental array systems with
NSF Equipment Grant money, or through various other
means of NSF support, should be strongly encour-
aged to generate data for public access via the Internet
through some one of the options described above.

2.2.5 Standards for Algorithm Valida-
tion

Not all new SP algorithms developed over time can or
should be made readily available for use by the gen-
eral array signal processing community, which includes
researchers and engineers in industry, government labo-
ratories, national laboratories, and academia. De facto
standards exist simply because they work well and no
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clearly superior algorithms performing similar or better
functions have appeared. Nonetheless, it will be useful
to develop standards to validate new algorithms, that
is, to demonstrate quantitatively that they perform as
claimed or intended. Thus, the development of stan-
dards for validation of ASP tools should be supported.
This will be strongly application dependent, but good
ideas will benefit several applications.

2.2.6 Public Education about ASP

Efforts should be made to teach senior EE undergradu-
ates in communications and/or signal processing courses
about array signal processing (e.g., smart antenna ar-
rays for wireless communications.) Array signal pro-
cessing needs to become a mainstream item covered in
significant depth at the Master’s level.



  

Chapter 3

Proceedings of the Workshop

3.1 Smart Antenna Arrays for
Mobile Wireless Communi-
cations

3.1.1 Issues and Challenges in Array
Signal Processing for Communica-
tions Applications

Lee Swindlehurst, Brigham Young University

Background

The principal driving force behind the field of array sig-
nal processing was originally military surveillance ap-
plications, typically characterized by the following:

- Non-cooperative emitters

- Often little known about signal environment

- Interested in emitter location as well as signal in-
terception

- One-of-a-kind systems

Interest is now growing in the use of array signal pro-
cessing techniques in commercial communications sys-
tems, where one may assume

- Cooperative transmission

- Known signal structure

- Less interested in emitter location

- System cost & complexity very important

Consequently, there have been fundamental changes in
the goals of research in this area.

One prominent communications application for array
signal processing is in the field of mobile outdoor radio,
where it is envisioned that “smart” (adaptive) antenna
arrays at cellular basestations can be used to increase
transmission range and capacity. Figure 3.1 depicts a
typical mobile radio signal environment, characterized
by

• Relatively slow data rates (tens of Kbps)

• Large multipath delay and amplitude spread possi-
ble due to local scattering, urban high rises, moun-
tains, etc.

• Dynamic multipath (remotes moving at 60 mph,
150 Hz fade rates)

• Unknown co-channel interference, either from
within the cell or from adjacent cells

• Split frequency communication, remote and bases-
tation communicate over several frequency/time
channels

Indoor Personal Communications Systems (PCS) are
another arena where adaptive arrays have been consid-
ered, particularly by Bell Labs. The indoor PCS envi-
ronment differs from the outdoor mobile radio environ-
ment in the following ways:

• Faster data rates (tens to hundreds of Mbps)

• Less delay and amplitude spread

• Slower multipath variation (tens of Hz)

• “Known” co-channel interference

15
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Figure 3.1: A typical mobile outdoor radio scenario

While researchers in communications have studied
the use of adaptive arrays in indoor and outdoor en-
vironments over the past decade, the signal processing
community has only recently become interested as mili-
tary funding has dried up. Some of the current research
thrusts in this area include the following:

• Blind adaptive arrays emphasized since the pres-
ence of numerous coherent multipath rays can ren-
der the use of array calibration data very difficult

• Multichannel equalization for mitigation of inter-
symbol interference, with and without training
data

• Maximum likelihood approaches for taking advan-
tage of a known (synchronous) signal environment
to compute the array response and signal ampli-
tudes

• Simple feedback schemes introduced to exploit the
cooperative nature of such systems

• Capacity improvement studies conducted to deter-
mine the potential gain of using multiple sensors,
primarily in outdoor mobile cellular radio

• Channel characterization studies performed for
both indoor and outdoor environments, but typi-
cally only single channel measurements taken

• Optimum combining vs. maximal ratio combining
performance comparisons

Technological and Research Challenges

Not surprisingly, the major hurdles in this area are those
that are linked to practical issues such as how to use dis-
crete array calibration data and how to implement com-
plicated algorithms in real time. These problems have
been well studied, but not solved. In addition, there are
hordes of smaller practical problems that have not been
addressed by the research community, and that are only
now coming to light as systems such as those built by
Arraycomm are tested in realistic signal environments.

A related issue is the characterization of the propaga-
tion channel in both indoor and outdoor environments.
A large number of such studies have been conducted
by the RF community, but what impact do their re-
sults have on the design of corresponding spatial and
temporal signal processors for such environments? For
example, will we expect to see diffuse multipath with
broad angular spread, or is most of the energy concen-
trated in a few specular reflections? Is the multipath
delay spread short enough so that coherence is main-
tained among signal rays, or will there be significant
decorrelation?

It is clear from recent work by a number of researchers
that a significant performance advantage can be ob-
tained by exploiting the known structure present in
communications signals, particularly with cooperative
transmission systems. This began with the use of cyclo-
stationarity, constant modulus, and decision direction
for digital signals, but in many situations much more is
known about the signal waveforms. Some examples of
the challenges that could be addressed are

• Real-time algorithms, trade-offs between “optimal”
approaches which are usually more computation-
ally involved, and more efficient suboptimal meth-
ods

• Is it possible to develop methods that exploit the
presence of timing, power control, and identifica-
tion sequences within the information stream of an
IS-95 signal?

• How can the periodic training sequences transmit-
ted with GSM signals be properly exploited in mul-
tiple antenna systems for both spatial and temporal
equalization?
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• Since the base station and remote often commu-
nicate over several different channels simultane-
ously (eg, control channels for synchronization, pi-
lot tones, and paging), is it possible to use (spa-
tial?) information gleaned from a control chan-
nel with known transmissions in the traffic channel
containing the unknown information stream?

• Is it feasible to use array calibration data? If so,
how best to compensate for calibration errors?

• How much spatial DSP can be performed at the
remote? How can one take advantage of the coop-
erative nature of wireless communications applica-
tions (eg, through the use of feedback between base
and remote, etc.)?

• How can prior spatial information (eg, in the form
of array calibration data) be combined with the
type of prior temporal information listed above, so
that all available structure in the problem is ex-
ploited?

Relevant Research at BYU

Our research group is studying the use of sensor array
signal processing in wireless communications applica-
tions, both for outdoor mobile radio and indoor PCS
systems. ArrayComm, Inc., has developed a working
prototype of a mobile cellular radio transceiver that em-
ploys an eight element antenna array, and has agreed
to participate in this research by providing data from
a number of long range outdoor tests involving both
AMPS and IS-54 signals. Our primary goal is the de-
velopment and “live-data” performance analysis of mul-
tichannel algorithms for all aspects of the wireless com-
munications problem, including symbol synchroniza-
tion, channel equalization, diversity combining, and sig-
nal demodulation. One particular aspect of our work is
the evaluation of whether or not performance can be sig-
nificantly enhanced by exploiting array calibration data,
even in situations where it is subject to errors. Our
preliminary results and the success of the Arraycomm
system indicate that imprecise calibration data can be
reliably exploited and should not be ignored. While our
NSF sponsored program is brand new, we have already
obtained some interesting results in blind decision di-
rected beamforming, and in the use of array calibration
data in multichannel equalization. We are also explor-
ing connections between the model used in calibrating

a non-uniform linear array, and the model that results
from attempting symbol synchronization and equaliza-
tion in the frequency domain.

Decision Directed Beamforming

Idea is to exploit known (digital) modulation format of
signals of interest (SOI). Assuming the availability of an
initial (possibly crude) estimate of the SOI beamformer
weights and symbol synchronization, initial symbol de-
cisions are used to generate a reference (training) signal
for computing minimum mean squared error (MMSE)
weights R−1

xxRxs. This procedure may be repeated as
often as necessary to improve performance, although it
can be shown that asymptotically, only one iteration is
necessary. We have conducted a comprehensive symbol
error rate (SER) performance analysis of the algorithm.
For example, SER expression for the case of a BPSK
SOI is given by

P2d =
1
2

Φ

√√√√ T × SNRi[(
A∗A + σ2

nR−1
ss

)−1
]
dd

− T


where A is the array response, T is the symbol period,
σ2
n is the noise power, Rss is the covariance of all signals

present, SNRi is the input SNR, [·]dd is matrix element
d, d, and

Φ(x) =
2√
π

∫ ∞
x

e−t
2
dt

is the complementary error function. Similar expres-
sions have been derived for general M-ary PSK signals.

Figure 3.2 shows an example of the convergence rate
of the decision directed method compared with other
blind adaptive beamformers. The simulation involved
a four element λ/2 uniform linear array (ULA) that re-
ceived the waveforms of a 10dB QPSK signal at 10◦

and an 8dB Gaussian interferer at 14◦. The decision di-
rected method was initialized in this case by the CMA
algorithm. The decision directed beamformer will also
outperform beamformers that only use direction of ar-
rival (DOA) information, as shown in Figure 3.3. In this
example, the performance of the standard least-squares
(pseudo-inverse) beamformer was compared with the
decision directed method for the same scenario de-
scribed above. The decision directed approach (ini-
tialized using the least-squares method with estimated
DOAs) yields an order of magnitude lower SER even
when the least-squares method uses the exact DOAs.
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The performance of the algorithm in CDMA signal
environments has also been studied. Figure 3.4 shows
the SER of the following three algorithms:

• Simple matched filter using only one sensor

• Recent algorithm of Suard, et al, (ICASSP ’93)

• Decision directed, using single sensor decisions as
initialization

in the following signal environment

• 5 element ULA (λ/2)

• long (215) QPSK spreading code with spreading
factor of 64

• DOAs of signals uniformly distributed be-
tween ±60◦

• random symbol/code offsets for each signal

• imperfect power control (log normal, mean 5 dB
above noise, 2 dB standard deviation)

• SER results based on 106 bit decisions
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Blind Multichannel Equalization

This work has focused on the tradeoffs involved in using
array calibration data in multichannel equalization ver-
sus using unstructured FIR filter models between the
source and antenna elements. The advantages of such
an approach include a more concise parameterization
of the problem, extra data structure imposed by the
array response, and a potentially significant computa-
tional savings. On the other hand, there is no optimal
“closed-form” solution, and the array calibration data
is error prone. Our results indicate, however, that if it
is available, the use of array calibration information can
provide a significant performance advantage even if it is
significantly perturbed.

As an example of this point, consider the results of
Figure 3.5 which plots the performance of our equaliza-
tion approach based on array calibration data, and that
of a recent method by Liu, Xu, and Tong (which we
have found to have the best performance among blind
multichannel equalizers). This example involves a four
element λ/2 ULA that receives a BPSK signal via a
three-ray multipath channel. The direct path signal has
a DOA of 0◦ and is at 20dB relative to the background
noise, and one of the multipath rays is fixed at 10◦ and
12dB SNR, and is delayed one symbol period relative
to the direct path signal. The other multipath signal
has 19dB SNR, a relative delay of two symbol periods,
and its DOA is varied between 0◦ − 30◦ over a number
of different experiments. The root MSE signal estimate
that results is plotted in Figure 3.5 for each of these
experiments. The three separate curves for the “Array
Method” correspond to three different levels of pertur-
bations that were made to the nominal array calibra-
tion. The parameter σa represents the standard devi-
ation of an additive complex Gaussian random pertur-
bation that was independently made to each element of
the array response matrix A. Even in the case where
σa = 0.3, which corresponds roughly to 30% gain and
18◦ phase errors, it is still clearly advantageous to ex-
ploit the calibration data instead of ignoring it.

Analysis and Mitigation of Array Calibration Er-
rors

Additional related work at BYU has focused on how to
characterize the effect of array calibration errors on di-
rection finding (DF) and beamformer performance, and
how to mitigate these effects. A summary of our results
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Figure 3.5: RMSE of Equalized Signal Estimate

is given below:

• DF-Based Beamformer Performance Analysis

– Comprehensive analysis of classical beam-
forming, least-squares (LS), total least-
squares (TLS), principal components (PC),
and structured stochastic estimate (SSE)
beamformers.

– Both MSE and SINR performance criteria
used in analysis

– Included effects of array calibration errors

– MSESSE ≤ MSELS ≤ MSETLS , same for
SINR

– PC performance highly dependent on signal
correlation

• Mitigation of Array Calibration Errors for DF

– Gain/phase, mutual coupling, position errors
considered

– Conducted comprehensive analysis of existing
DF algorithms

– Developed on-line auto calibration techniques
(MAP, LS)

– Robust weightings for subspace fitting possi-
ble
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Future Directions

Some areas of research that we plan to pursue are out-
lined below.

Frequency Domain Models

Consider the following model that represents the output
of an arbitrary array in the frequency domain:

[x(ω1) x(ω2) · · · x(ωN )] =

A


e−jω1τ1 e−jω2τ1 · · · e−jωNτ1

e−jω1τ2 e−jω2τ2 · · · e−jωNτ2

...
... · · ·

...
e−jω1τd e−jω2τd · · · e−jωNτd

×

s(ω1)

s(ω2)
. . .

s(ωN )


This model is appropriate for the following two situa-
tions:

• Problem #1: co-channel synchronization with d
users

Solution: All users transmit known waveform
[s(ω1) · · · s(ωN )]. If DFT frequencies are used,
Vandermonde structure could be exploited by
MODE, IQML, or ESPRIT to obtain computation-
ally efficient estimates of delays τ1, · · · , τd. Esti-
mate of array response A comes for “free.” Once
these parameters are determined, users may switch
to unknown waveforms, and A estimate could be
used to spatially isolate each signal.

• Problem #2: blind channel equalization for a single
user

All parameters identifiable (including array re-
sponse) provided that d < (N + m − 1)/2. Ar-
ray calibration can be used when few reflections
are present, but no simple closed-form algorithm is
available. Alternating projection would be a candi-
date approach here since signal and array response
parameters are individually separable.

Beamforming using On-Line Recalibration

The idea in this approach is to use the given nominal
calibrated response denoted by A(θ, ρ0), and track the
actual response in the field A(θ, ρ) by estimating “per-
turbation” parameters ρ = ρ0 + ρ̃. The recalibrated
response is then used in forming beamformer weights.
There are a variety of available models for the pertur-
bation ˜rho that include channel gain/phase imbalances,
mutual coupling effects, position errors, etc. In addi-
tion, one could choose either of the following two ap-
proaches:

• Deterministic models (Friedlander, Paulraj, Otter-
sten, Kaveh, Ng, etc.) – requires identifiability of
both theta and ρ

• Probabilistic models (Swindlehurst, Viberg) – iden-
tifiability condition relaxed assuming known prior
distribution for ρ̃

In the latter case, an efficient maximum a posteriori es-
timate of ρ̃ has recently been developed for the asymp-
totic case (Viberg & Swindlehurst, IEEE Trans. SP,
Nov. 1994).

Feedback for Spatial Diversity at Remote

The use of complicated DSP (eg, an adaptive array) at
the remote is not considered feasible due to consumer
cost. However, a feedback scheme could be developed in
which the beamformer weights for the remote are com-
puted at the basestation based on information fed back
from the remote. These weights could then be transmit-
ted back to the remote, where the only computational
overhead required is the decoding of the weights from
the information stream, and then applying them to do
the linear combining. An outline of one possibility is
given below:

1. Sequentially sampled remote array (only one digital
channel needed)

2. Remote periodically resends received data from
each antenna element with timestamp (retransmis-
sion rate ¡ few hundred Hz, depending on fading
rate)

3. Base station computes remote beamformer weights
using, eg, CMA or MMSE solution R−1

xxRxs.
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4. Weights interleaved with forward channel traffic (or
sent via a control channel) and picked off at remote

The above approach requires far less remote DSP than
a recent scheme of Gerlach & Paulraj (Asilomar ’93),
and it is easier to interleave retransmission with reverse
channel traffic in order to prevent downtime.

Interaction with Industry

An important component of our research will be tech-
nical interaction with ArrayComm, Inc., a small com-
pany studying the practical implementation of adaptive
arrays in mobile outdoor radio. ArrayComm has de-
veloped a working prototype of a mobile cellular radio
transceiver that employs an eight element antenna ar-
ray, and has agreed to participate in our research by
providing data from a number of long range outdoor
tests involving both AMPS and IS-54 signals. Process-
ing these live data sets will provide valuable exposure
to many of the practical issues not normally addressed
by the research community, and allow realistic testing
of available adaptive array algorithms.

3.1.2 Blind Adaptive Beamforming for
Digital Cellular/PCS Base Station
Antenna Arrays

Michael D. Zoltowski, Purdue University

In mobile communications in an urban environment,
the complex structure of the multipath propagation,
and its rapid time-variation, make it impossible to have
accurate information on the array manifold structure
as a function of source location, as required by con-
ventional adaptive beamforming techniques. The array
manifold describes the relative amplitudes and phases
across the array due to a unity power source at a given
source location. If this information is not available,
blind adaptive beamforming techniques are required.
This has lead to the development of a number of blind
interference cancellation techniques for both TMDA
based and CDMA based cellular systems.

Blind Adaptive Beamforming for TDMA Digital
Cellular

A new approach to blind adaptive beamforming for
TDMA based cellular was taken which exploits the

known symbol rate, the known pulse symbol wave-
form, and the known signal constellation, as opposed
to exploiting spatial structure. The new approach is
premised on multi-tone modulation, effected through
subbanding via multirate DSP, so that the maximum
multipath time delay spread is made negligible relative
to the duration of the symbol pulse waveform in any
sub-channel. This is done in a private cellular system
called iDEN (integrated Dispatch Enhanced Network,
formerly called MIRS) MIRS was developed and oper-
ated by Motorola and obviates the need for an equalizer.
The new approach is simply based on the fact that the
expected value of the magnitude square of each succes-
sive symbol period is the same irrespective of the timing
offsets, the signal constellation, or the tails of the sym-
bol pulse waveform. The PRO-ESPRIT algorithm pre-
viously developed by the PI with funding from NSF may
be applied to a pair of spectral density matrices formed
from the Fourier Transform of the expected value of the
magnitude square of a symbol period evaluated at two
distinct frequencies. The i-th generalized eigenvector of
this matrix pencil is a weight vector which when ap-
plied to the array outputs yields the optimum signal to
interference plus noise ratio (SINR) for the i-th source.

The array receiver structure and front end signal pro-
cessing that produces the required input data for the
new blind adaptive beamforming algorithm is shown in
Figure 3.6. The full blown version of the algorithm, in-
cluding extraction of timing information and exploita-
tion of the signal constellation, is summarized via a
flowchart in Figure 3.7 (a).

Initial simulations of the new approach to blind adap-
tive beamforming are extremely promising, revealing
convergence rates much faster than current methods
based on cyclostationarity. The best cyclostationarity
based method to date for canceling co-channel interfer-
ers at the same data rate is the subspace-constrained
Phase-SCORE method. As an example, Figure 3.7
(b) reveals that for a particular scenario the new
method converges much faster to the maximum achiev-
able Signal to Interference plus Noise Ratio (SINR)
than subspace-constrained Phase-SCORE. The new al-
gorithm converges in roughly 15-20 symbol periods for
a moderate SNR scenario. Again, rapid convergence is
important in highly variable multipath environments.
The signal parameters are listed in the figure along with
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Figure 3.6: Front end receiver and signal processing op-
erations for blind adaptive beamformer for TDMA with
multi-tone modulation.

the array parameters. An important characteristic to
note is that the signal constellation was 16QAM so that
the signals were not constant modulus thereby negat-
ing the use of algorithms premised on such. Multi-level
signal constellations are needed to achieve high band-
width efficiency in narrowband channels. Motorola’s
iDEN system employs a 16 QAM signal constellation.

In addition, although a simple two-ray multipath was
used for source 1 in the simulation, it is important to
note that the two paths were 180◦ out-of-phase at the
array center. This is a worst case scenario from a SINR
point of view. However, the angular separation between
the two ray paths and the array aperture was large
enough, respectively, such that there was enough diver-
sity across the array for the algorithm to perform very
well. In Motorola’s iDEN system there is ten wave-
lengths of aperture across a horizontal structure that
services a 120◦ sector of a cell. Thus, the parameters
employed in this system are feasible relevant to current
commercial cellular systems. Note that an interelement
spacing slightly larger than a half-wavelength is allowed
since the sector serviced is 120◦ in azimuthal width, as
opposed to requiring end-fire to end-fire operation.
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Figure 3.7: Flowchart and illustrative simulation exam-
ple for blind adaptive beamformer algorithm for TDMA
with multi-tone modulation .
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Future Directions

Currently we are developing a blind adaptive beam-
forming scheme for a Direct Sequence CDMA Spread
Spectrum cellular communications system that cancels
co-channel interference, i.e., is resistant to the near-far
problem, and optimally combines multipath. The near
far problem occurs when the desired user transmits from
the outer edges of the cell to the base, while another
co-channel user with a different code simultaneously
transmits very near to the base. The PN sequences
assigned different co-channel users have some residual
cross-correlation and for reasonably sized cells without
power control, the output of the matched filter based on
the code of the desired source is dominated by the user
close to the base. Qualcomm has proposed power con-
trol schemes to combat this problem but these schemes
are quite complicated and have been the primary obsta-
cle in successful field tests of the IS-95 standard. Use of
a smart antenna array allows one to implement a much
looser power control for the same level of performance.

At the heart of the new blind beamforming strategy is
a simple but powerful idea that is illustrated in Figure
3.8 for the case where the angular spread of the mul-
tipath is compact, i.e., less than half of a beamwidth.
The idea is briefly explained below.

For each bit interval, the output of each antenna is
put through a matched filter corresponding to the PN
sequence of the desired user. In the IS-95 standard, this
yields a 2 microsecond (in duration) triangular blip for
each multipath arrival, for a given bit interval. Now,
experimental measurements in an urban cellular envi-
ronment reveal that the worst case time delay spread
due to multipath is roughly 8 microseconds. At the
same time, the bit period is roughly 128 microseconds
in duration. Thus, in each 128 microsecond bit interval
there is an 8 microsecond or so interval during which
these 2 microsecond triangular blips occur correspond-
ing to the different multipaths. This leaves at least 100
microseconds during which one can estimate the spa-
tial correlation matrix of the co-channel interferers plus
receiver noise, denoted RI .

The signal plus interference spatial correlation ma-
trix, denoted RS+I , is estimated during the first 10 mi-
croseconds of a bit interval (and may be incoherently
averaged over several bit periods.) Given RI as well as
RS+I , the criterion for determining the weight vector
yielding the optimum signal to interference plus noise

ratio (SINR) may be expressed as

Minimize
w

wH{RS+I −RI}w
wHRIw

=
wHRS+Iw
wHRIw

− 1

The solution is to choose w as the generalized eigenvec-
tor of the matrix pencil {RS+I ,RI} associated with the
largest generalized eigenvalue.

The efficacy of the proposed blind CDMA beamform-
ing scheme is illustrated via a simulation example. The
simulation parameters were as follows. A vertical lin-
ear array composed of six elements equi-spaced by a
half-wavelength was employed. Both the desired source
and the interferer were DS-CDMA signals with different
PN codes and 127 chips per bit; the modulation overlay
was BPSK. Synchronization for the desired source was
assumed. A simple two-ray multipath model was used
for the desired source wherein the direct and specular
paths arrived at elevation angles of 0◦ (broadside) and
3◦, respectively, and with SNR’s (per element prior to
matched filtering) of 0 dB and -6 dB, respectively. The
specular path signal arrived with a half-chip delay and
45◦ phase shift relative to the direct path signal at the
array center. The interferer was simply modeled as ar-
riving at a single discrete angle, 30◦ elevation, and was
20 dB stronger than the desired source prior to matched
filtering, 4 dB stronger after matched filtering. RS+I

and RI were estimated as described above with inco-
herent averaging over five successive bits during which
the signal and interference characteristics did not vary.

The beam pattern obtained with the “largest” gen-
eralized eigenvector of {RS+I ,RI} is plotted in Figure
3.9. The beam pattern is observed to have near maxi-
mum gain in the respective directions of both the direct
and specular path signals associated with the desired
user, and have a deep null in the direction of the inter-
ferer.

We are also developing a scheme for estimating the
relative time delay and angle of arrival of each triangular
blip associated with the desired signal (each is associ-
ated with a different multipath transmission path) by
applying the 2D ESPRIT algorithm, recently developed
by the PI, to the difference matrix {RS+I −RI}. For
small periods of time, this information is invariant from
the uplink frequency band to the downlink frequency
band and is thus useful for transmit beamforming on
the downlink to avert the need for an adaptive antenna
array at the mobile.



CHAPTER 3. PROCEEDINGS OF THE WORKSHOP 25

3.1.3 Summary of Smart Antenna Re-
search at UT-Austin

Ganghuan Xu, University of Texas at Austin

Objectives
The objective of this research effort is to develop, im-

plement, and validate advanced array signal process-
ing techniques (or smart antenna technology) to signifi-
cantly expand the channel capacity, improve the quality,
and reduce the cost of various wireless communication
systems.
Potential Impact

The demand of wireless communications is growing
exponentially during the last five years and it is conser-
vatively projected that by the year 2000 the number of
users will rise up to 115 million nationwide. With such
rapid growth, it is obvious that current cellular tech-
nology will be incapable of handling sufficient numbers
of cellular phone calls simultaneously, because the spec-
trum allocated for mobile communications is limited.
The smart antenna technology is the enabling technol-
ogy to make significant expansion of channel capacity
so as to accommodate the growing demand without re-
quiring more bandwidth. Furthermore, a smart antenna
system at a base station, can also significantly improve
the quality of services, increase the coverage, and reduce
the cost of the RF front end. Finally, due to powerful
receiving capability of the smart antennas, the cost of
handset can be significantly reduced and its battery life
can be considerably increased. The ultimate impact to
the society is that more and more people can enjoy the
convenience of wireless communications at reduced cost.
Progress to Date and Milestones

Our progress in the smart antenna research can be
classified into two areas: algorithm development and
testbed development.
Algorithm Development

1. We have developed several blind equalization tech-
niques that can successfully identify and equalize a
multipath channel with a small number of symbols.

2. We have developed a new blind equalization based
approach that can remove intersymbol interference
and co-channel interference with one shot.

3. We have developed a new pre-equalization ap-
proach that can eliminate the intersymbol interfer-
ence and co-channel interference in the downlink.

4. We have developed an integrated approach that
can combine knowledge of the antenna array re-
sponses with the signal temporal properties to find
the source directions-of-arrival more efficiently.

3.1.4 Theoretical Results on CDMA
Detection Using Antenna Arrays

Mos Kaveh, University of Minnesota

Code Division Multiple Access (CDMA) is an at-
tractive access method for modern wireless and per-
sonal communication applications. The performance of
CDMA is limited by interference from other users. In
particular, for a receiver which uses traditional matched
filtering, strong (near) users can destroy the effective re-
ception of desired weak (far) users, thus leading to the
near-far problem. An attempt to mitigate this situation
is to use power control. This, however, adds consider-
able complexity to the user transmitters and in some
mobile cases may be impractical. A number of mul-
tiuser detectors have been developed to be completely
or approximately near-far resistant. A question of inter-
est is the degree to which the use of an antenna array at
the base station can improve the reception of the desired
user.

A strategy for answering the above question is to
generalize the recently developed theoretical results on
single channel multiuser detection to the multichannel
(multi-element) case. This can be done based on a hi-
erarchy of assumptions on the propagation statistics of
the signals, and knowledge of the array response vectors.
It is expected that such studies will illuminate the ef-
fects and parameters, through which, performance gains
may be expected from the use of arrays. In the follow-
ing, we summarize some results on such studies related
to three multiuser detectors of varying complexity. The
mechanisms which made an array improve the detector
performances under fading and nonfading conditions are
highlighted.

Array Decorrelator

The structure of an array decorrelating detector is show
in Figure 3.10. pk(t) is the signature waveform for the
k-th user, ak is the array response vector for the k-th
user and R is a spatio-temporal cross-correlation matrix
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with

R(k, l) = Re

[
aHk al

||ak|| ||al||

] ∫ T

0

pk(t)pl(t) dt.

If ρk is the k-th user signal energy-to-noise ratio, the
probability of error for the k-th user, in a BPSK sig-
nalling scenario is given by

Pk = Q

√2 ||ak||2 ρk
R−1(k, k)

 .

Clearly the performance of the array decorrelator is
influenced greatly by the characteristics of R, which
in turn depends on temporal as well as spatial sepa-
rations of the users. The use of an array reduces the
Gaussian noise magnification accompanying the decor-
relation process, in addition to providing classical array
gain.

It is convenient to express the performance of a de-
tector for a multiuser environment with that of an opti-
mum detector operating in a single user/single antenna

1 2 3 4 5 6 7 8
0

1

2

3

4

5

6

7

8

Number of Elements
A

v
e

ra
g

e
 E

ff
e

c
ti
v
e

 G
a

in

K=2 

K=8 

K=16

K=32

Figure 3.11: Average effective gain vs. array size

scenario. One such measure is the effective power gain,
which measures the increase in the effective SNR over
that for an optimum detector for a single antenna/single
user environment. An effective gain of one, therefore, in-
dicates that the array decorrelator has exactly compen-
sated for the performance degradation caused by mul-
tiuser interference. Figure 3.11 is a plot of effective gain,
averaged over uniformly angularly distributed interfer-
ences and uniformly distributed carrier phases, as func-
tion of the numbers of array elements ( half-wavelength
separated) and users, K.

It is clear that increasing the number of elements com-
pensates for any correlation increases which may occur,
by reducing the matched filter noise power.

Estimation of Array Response Vectors

When the array response vectors are known, an antenna
array provides both white noise gain and increased dis-
crimination between users. A more difficult problem is
the case when the array response vectors are not known
but must be estimated.This is the case in mobile ra-
dio environments where the motion of the transmitter
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causes the array response vectors to evolve in time. Sev-
eral relevant questions are: (1) What types of multiuser
detection strategies may be used when multipath fading
is present? (2) What is the sensitivity of these struc-
tures’ performance gains with respect to errors in array
response vector estimation? (3) How can an antenna
array increase the performance of multiuser detectors
when the array response vectors are not known?

Two multichannel multiuser detectors have been
studied for the fading environment. The first is an
adaptation of the optimum multiuser detector which
we shall term the decision-directed detector. It esti-
mates the array response vectors or fading gains of all
users based on past bit decisions and uses these esti-
mates to optimally detect users. A second receiver is
based on the decorrelating detector described above. It
also bases its estimates on previous bit decisions and
like the non-fading case has constant error probability
regardless of the strength of interfering users. An anal-
ysis of the performance of these detectors shows that
the error performance of the decision-directed detector
is superior to the decorrelating detector. This superior
performance however comes at the expense of increased
complexity. The decorrelating detector requires only a
linear transformation on the vector of matched filer out-
puts followed by bit slicing while the decision-directed
detector requires the solution of an integer quadratic
programming problem.

The second question may be answered by defining
and evaluating a quantity termed estimation efficiency
which measures the degradation in effective transmit
power which takes place when only estimates of the
fading gains are known. Evaluating this quantity for
the two detectors above indicates that the decorrelat-
ing detector is less sensitive to estimation noise than
the decision-directed detector. We conclude therefore
that while the decorrelating detector has inferior per-
formance overall, it is less sensitive to estimation noise.

When the array response vectors are known, it was
shown above that the reduction in correlation between
users signals which takes place, when an antenna array
is used, lessens the noise enhancement inherent in the
decorrelation operation. In addition the array provides
white noise gain from adding the desired signal coher-
ently and the noise noncoherently. In the fading case,
when the array response vectors are not known, the ar-
ray provides different advantages. The most important
advantage appears to be spatial diversity. Spatial diver-

sity lessens the effect of multipath fading by providing
multiple channels which have fading gains which are at
least partially uncorrelated. Weighting the antenna out-
puts by the their respective fading gains yields an out-
put which has less fluctuation around the mean received
signal power. Deep signal fades are therefore avoided.
Besides spatial diversity gain, the multiple channels of
antenna array provide an additional advantage when
fading estimation is performed. Namely, estimation ef-
ficiency is improved as elements are added. In one nu-
merical example based on a mobile array, the estimation
efficiency was increased by 80 percent with respect to a
single antenna.

Interference Cancellation with Multi-
element Receivers

A relatively simple suboptimum detector, with approx-
imate near-far immunity in the multiuser environment,
can be formed as a generalization of the single channel
interference cancellation receiver. Figure 3.12 shows the
diagram for an array interference canceller. The basic
idea is to detect the strongest user and cancel the in-
terference caused by this user from the received signal.
The strongest user is obtained by comparing the de-
cision variables for all the K users. These correlation
values are also used to find the order of cancellation for
the different users. The detected bit is respread with
the user’s signature waveform and multiplied by its ar-
ray response vector, and the result is subtracted from
the received signal vector. The same procedure is re-
peated K times until all the users are detected.

It can be shown that while at each stage the multiple
access interference from the strongest user is cancelled,
a residual term is added to the total interference in that
stage. This is due to nonzero correlations between the
signature waveforms as well as array response vectors.
It can be shown that this term is very small compared
to the remaining multiple access interference.

Figure 3.13 shows the average probabilities of error
as a function of the number of active users for a con-
ventional matched filter detector and interference can-
cellation detectors using one element (M = 1) and two
elements (M = 2). One can see the substantial reduc-
tion in probability of error from the addition of a second
element, when the array response vector (two elements,
in this case) is assumed to be known.
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ence canceller

Problem Areas and Future Directions

The idealized models, involving synchronization and
knowledge of array response vectors have served the
purpose of demonstrating, analytically, the best per-
formance gains one may expect from the use of multi-
element receivers in a multi-user CDMA environment.
These results are encouraging. The results, however,
point to the need for further study under more realistic
operational conditions. In particular, future extensions
will include:

• Investigation of the issues related to asynchronous
systems.

• Design and evaluation of differentially coherent or
other robust signalling and detection in the context
of a receiver array.

• Inclusion of realistic models for array response vari-
ations and fading.

The above areas of work are very much predicated to re-
sults obtained from much needed studies which include:

5 6 7 8 9 10 11 12 13 14 15
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

Number of active users
A

v
e

ra
g

e
 P

e

Chip SNR=6dB, N=31, 2 antenna vs 1 antenna

Conventional

M=1

−−−−  M=2 (Simulation)

.−.−  M=2 (Analysis)

Figure 3.13: Average probability of error vs number of
users-power control

• A need for significantly better spatio-temporal
characterization of the signals in mobile urban
and indoor environments with significant multipath
content.

• Determination and classification of situations for
which particular array processing strategies can be
used to advantage. Space diversity combining is
one simple and effective example which is in current
use. Sectoring is another example.

3.2 Acoustic Array Processing

3.2.1 Processing of Microphone Arrays
for Spatially-Selective Sound Cap-
ture

James Flanagan, Rutgers University
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GOAL

To establish scientific understanding, engineering de-
sign, and prototype implementation for high-quality
sound capture in reverberant, noisy enclosures.

POTENTIAL IMPACT

Using advances in digital signal processing and acous-
tic transducers, microphone arrays provide convenient,
natural audio communication and sound reinforcement
for large-group teleconferences, conference centers and
meeting halls. For video/audio conferencing, they open
opportunities to slave cameras to acoustic direction-
finding algorithms.

PROGRESS

Recent research has established techniques for sound
capture from selected spatial locations bounded in three
dimensions. Matched-filter processing of arrays and
multiple beam formation on a source and its images
provide spatial volume selectivity. Array architectures
include uniformly positioned sensors and randomly dis-
tributed sensors. Theory and simulation are confirmed
by measurements in real rooms. A by-product is a soft-
ware system for simulation of sound behavior in re-
verberant concave enclosures. Results for sound cap-
ture and sound location are being implemented in
completely-digital real-time processor for a large-scale
microphone array. Typical performance of a matched-
filter array is shown in Figure 3.14.

TECHNICAL ISSUES

Continuing challenges include:

• accuracy of source location under severe reverber-
ation

• optimal distribution of sensors as a function of en-
closure geometry

• real-time processing for moving sources

• incorporation of diffraction effects into room simu-
lations

• development of signal to noise measures that incor-
porate perceptual criteria

Figure 3.14: Signal-to-reverberant-noise ratio for sound
capture by a randomly-distributed matched-filter array
of microphones. The enclosure is a hard-walled room of
dimensions (20×16×5) meters. The acoustic absorption
coefficient is α = 0.1. The array is composed of 100
microphones randomly distibuted on the (x,z) wall. The
array is focused to coordinates (14.0, 9.5, 1.7) meters.
The perspective plot illustrates the three-dimensional
spatial selectivity of the matched-filter array.
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3.2.2 Calibration and Experiments For
Signal-Subspace Detection Esti-
mation Using an Ultrasound-in-
Air Array

Mos Kaveh, University of Minnesota

This project has been a multifaceted approach to
sensor array signal processing. Much of the research
that has been carried out has been aided and/or mo-
tivated by experimental results obtained from a simple
laboratory array testbed which uses ultrasound-in-air
as the mode of signal transmission. Array calibration
issues have been investigated and several methods of
narrowband and wideband calibration have been devel-
oped. Experimental results have pointed to the practi-
cal limitations of signal-subspace detectors and estima-
tors, leading to the theoretical analysis of the sensitivity
of these detectors to model perturbation, and the de-
velopment of an alternate detector and the design and
performance analysis of a general class of MUSIC-like
estimators with improved resolution threshold for cal-
ibrated arrays. Some of these results are summarized
below.

Array Calibration and Experiments

The testbed consists of an array of eight piezoelectric
elements, linearly and equally-spaced, operating at a
carrier frequency of about 40 kHz at a bandwidth of
about 2 kHz. The receiver has eight pairs of in-phase
and quadrature (I/Q) channels, resulting in eight dig-
itized complex baseband signals. For direction-finding
experiments, the data is segmented and DFT’d, gener-
ating multiple snapshots of narrowband data at differ-
ent frequencies. Up to three transmitting elements can
be used, each of which is placed at a well-defined an-
gle. Examination of the gain and phase characteristics
of the receiver channels showed considerable deviation
from the an idealized model for a linear uniform array.
A summary of the calibration methods used are given
below.

1. A single source is moved every 0.5 degrees. The
estimated principal eigenvector of the sample co-
variance matrix, at a given frequency, is used as
the array response vector, ae(θi). These vec-
tors are stored in a calibration table. Such a

table can clearly be used with methods such as
a beamsum, maximum-likelihood and MUSIC for
direction-finding.

2. Using K response vectors (K ≥ 1), an L×K direc-
tion matrix Ae and an L×K ideal direction matrix
for a linear uniform array, A, are formed. The gain-
phase calibration processor, G, is determined such
that:

max
G
||A−GÂe||F ,

subject to: G being a diagonal matrix

Measured signal vectors are pre-processed by G be-
fore using algorithms, such as Root MUSIC or ES-
PRIT, for linear uniform arrays.

3. For calibration against gain, phase and mutual cou-
pling, method 2 is repeated without the diagonal
constraint on G, and with K ≥ L, to yield:

G = AÂH
e (ÂeÂH

e )−1

4. Calibration for angle-dependent errors can be done
as an iteration on 2, or 3, based on fits in the neigh-
borhoods of preliminary direction vector estimates.

5. Wideband calibration and focusing for a single-
group of directions uses method 2 for each fre-
quency to yield a focusing/calibration matrix
Te(ωn).

min
Te(ωn)

||A(ωo, β)− Te(ωn)Âe(ωo, β)||F ,

subject to: Te(ωn) being a diagonal matrix
β : set of angles in vicinity of group angle

Some of the results based on experiments are summa-
rized below.

• Detectors such as MDL and AIC never worked with
the experimental data. This is attributable to de-
viations of the data from the ideal models assumed
for the formulations of these methods which are
based on the eigenvalues of the estimated covari-
ance matrix. The calibration methods which were
attempted were not helpful in remedying this situ-
ation.
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• Previously proposed autocalibration methods were
not effective in dealing with the array characteris-
tics.

• Calibration methods 1 and 2 have been reasonably
effective with ”spectral” and rooting based estima-
tors, respectively. Method 1 has been generally
more robust than 2.

• The estimation errors at high signal-to-noise ra-
tios for all methods were consistently, considerably
higher than predicted by the Cramer-Rao Bound.
However, the relative performance of the estimators
in terms of resolution, e.g. Min-Norm, Weighted-
Norm MUSIC, Root MUSIC and ESPRIT having
higher resolution than MUSIC, has been experi-
mentally verified.

• Wideband focusing/calibration proved effective in
dealing with coherent sources. These sources were
generated by feeding two transmitters with the
same signal.

• Active range-bearing estimation was demonstrated
by using pulsed wideband signals, followed by
range-binning and direction-finding per range bin.
Calibration method 1, based on the passive calibra-
tion table was used in these experiments. Figures
3.15 and 3.16 show the received signal and range-
angle map of three scatterers insonified by a pulsed
transmitter placed above the array. MUSIC was
used for angle estimation.

• Simple CDMA experiments, using two BPSK sig-
nals, were carried out which used adaptive beam-
forming to null the strong interference, without
using a knowledge of the array response vectors.
Figure 3.17 shows the output of a correlator for
user 2, when a single element receiver is used and
user 1 is 10 dB stronger than user 2. Figure 3.18
shows the correlator output when the array is used,
and demonstrates the partial nulling of the inter-
ference, resulting in satisfactory detection of user
2.

Theoretical Results and Development of
Detectors and Estimators

The experimental results pointed to the need for more
robust detectors and higher- resolution MUSIC-like esti-
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Figure 3.19: Experimental smart acoustic array system developed at the University of Minnesota.

mators which can operate with calibration tables of the
type described in calibration method 1. A summary of
the results follows.

• The negative experimental results of information-
theoretic detectors motivated a comprehensive the-
oretical analysis of the performance and sensitivity
of these detectors. Results of this study were re-
ported in W. Xu and M. Kaveh in a June 1996 Sig-
nal Processing Transactions paper and verified the
high level of detector sensitivity to model errors.

• Attempts at the design of more robust detectors,
which can use array calibration data, yielded an
eigenvector-based detector. This detector was re-
ported on at the Sixth SSAP Workshop in Victoria,
BC. The method has proved to be very robust in
the experimental trials.

• The approach taken in the design of the estimators
has been to provide an estimator structure with
a desirable known asymptotic distribution, which
can then be optimized based on the minimization
of such large-sample properties as bias and resolu-
tion threshold. Two classes of MUSIC-like estima-
tors based on the weighted-norm extension of MU-
SIC and a parametric generalized distance between
particular vectors in the signal subspace, have been
developed. The computational requirements of the

latter are the same as for MUSIC. It has been
shown that, both estimators can provide estima-
tors with smaller bias than MUSIC at low SNR and
with significantly improved resolution over MUSIC
as demonstrated by theory, simulations and exper-
iments, using calibration method 1.

Problem Areas and Needs

• A nagging issue in high resolution/sensitivity de-
tectors and estimators continues to be the robust-
ness of the algorithms against model errors. It is
clear that not all algorithms can meet, or even come
close to their theoretically predicted performance
under all practical settings and propagation modal-
ities. We believe that, from a practical point of
view, the detection problem is still quite open. A
good detector is essential, since detection is often
the first step in the formulation of a signal-subspace
estimator–an issue which is often ignored in the de-
velopment and analysis of estimators.

• Basic algorithm development and performance
analysis for direction finding has now reached some
level of maturity. Performance measures, by neces-
sity, have often been based on idealized models and
asymptotic arguments, leading to claims of superi-
ority of one method over another. This approach is
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Figure 3.17: Correlator outputs for user 2, using one
receiver element
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Figure 3.18: Correlator outputs for user 2, using the
eight-element array

valuable and continues to be needed, but is clearly
no longer enough. Practical performance limita-
tions may be much more limited by such factors as
calibration errors and the inherent robustness of a
particular estimator to model assumptions.

• Hardware demonstrations and experimental sys-
tems are valuable for lending credibility to the
methods which are developed. These systems take
two forms: i) those designed for specific applica-
tions, ii) flexible testbeds. The first group of sys-
tems will continue to develop, usually in interdis-
ciplinary efforts. The generic testbeds in the sec-
ond group are needed to understand the character-
istics of propagation and interference models, con-
tinued development of calibration methods and un-
derstanding of the limitations of algorithms under
controlled and understandable conditions. Such
testbeds may be developed collaboratively among
several groups and serve as resource for algorithm
developers.

3.2.3 Adaptive Microphone Arrays for
Tracking and Beamforming

Eric Dowling, University of Texas at Dallas

The objective of this research is to develop hard-
ware and software related to a system involving multiple
microphones which are used to track a moving talker
and to acquire his/her speech signal as he/she moves
through a possibly noisy environment. This involves
array processing methods such as direction finding to
locate and track the speaker. It also involves beamform-
ing techniques to acquire the signal. Also, the research
addresses problems related to imperfections in any real
world system as compared to the algorithmic modeling
assumptions related to the system.

Experimental and theoretical research into adaptive
microphone arrays is important because it will ulti-
mately lead to vital commercial and military appli-
cations. Commercial applications include video tele-
conferencing, hands free cellular telephony, multisensor
hearing aids, speech recognition front ends for advanced
multimedia workstations, factory floor and noisy indus-
trial communications applications, and passive motion
detectors for burglar alarm systems. Military appli-
cations include hands free battlefield management ori-
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ented communications systems, passive acoustic alarm
systems for front line operations, seismic direction find-
ing arrays for vehicle detection and tracking, as well
as other intelligence gathering and surveillance applica-
tions. The experimental research is important because
it gives indications as to what kinds of errors in mod-
eling assumptions most adversely affect performance.
This sort of feedback guides research into developing
more accurate and robust models that will support prac-
tical algorithms that will eventually be part of common
technology. The problems encountered in experimental
microphone array research are similar to those encoun-
tered in sonar, radar, and wireless communications ar-
rays. Hence the research extends beyond microphone
arrays into more general areas of array processing that
deal with real world hardware and wave propagation
with model uncertainties.

In order to study the problems associated with imple-
menting such a system, we built an experimental test
bed to collect data. The experimental array is pictured
in Figure 3.20. The array electronics were designed for
low noise and a high degree of matching between all
channels. The front end of the system includes 32 elec-
tret microphones which are sampled (in a synchronized
manner) at a rate of 16 KHz and 16 bits per sample.
After initial amplification to 1 Vp-p at the microphone
elements, the signals propagate through cables to the
differential receiver board and then are filtered with 13
pole analog Butterworth anti-aliasing filters. These fil-
ters are closely matched and use 1 % tolerance parts.
After filtering, the signals are multiplexed into a high
speed A/D whose digital output stream can be routed
to a hard disk for off-line processing or sent to a DSP
processor through a TMS320 interface port for real-time
processing. To date, we have primarily used the system
in an off-line mode to collect data for algorithm analysis
and verification.

As it turns out, the array points out some real world
problems relating to array calibration and the effects of
model imperfections on tracking and beamforming al-
gorithms. Assumptions made by most array processing
methods that are generally violated by a real system in
a real world environment include: Channels have iden-
tical frequency response characteristics. The array is
exactly steered (using delays across the channels so a
signal from the desired location is time aligned across
all channels) toward the speaker. The physical environ-
ment is non-reverberant.

Array calibration is fundamentally important to the
proper operation of an experimental array. Once the
system is built, the channels must be aligned. Also,
even with careful design, the channels will not have
identical amplitude and phase responses as a function
of frequency. In a wideband application such as speech,
this can cause difficulties for certain algorithms. From a
software perspective, we would like our algorithms to be
robust enough to handle some modeling imperfections.
Even algorithms such as ESPRIT that do not require
array calibration per say, do assume identical doublet
subarrays. So channel mismatches can affect algorithms
in various ways by violating modeling assumptions.

One objective of our research was to assess the abil-
ity of small to moderate sized arrays to use adaptive
algorithms to significantly boost performance. As such,
we implemented various forms of constrained adap-
tive beamformers such as the generalized sidelobe can-
celler (GSC), the soft constrained GSC, the Frost beam-
former, and specially calibrated versions of GSC. Our
findings indicate that channel mismatches and multi-
path signals due to the reverberant environment allow
signal components to get past the constraint and hence
much of the desired signal can be cancelled at the adap-
tive beamformer output. To alleviate these problems,
we developed eigenvector based calibration schemes to
enhance the performance of GSC operating under model
uncertainties. The results were positive in this area.

Various beamformers were also used as a front end to
a hidden Markov model based speech recognition sys-
tem. These systems were tested with both simulated
and real data from the experimental array. Results in
certain noisy environments (e.g. fan noise interfering
with a speaker) showed speech recognition rates mov-
ing from the 30% region to the 90% region.

In related work we applied several high resolution
direction finding and tracking algorithms to moving
sources in both non-reverberant and reverberant envi-
ronments. These methods included MUSIC, ESPRIT,
TLS, and Minimum Norm. Also the spherical subspace
tracker was used to track nonstationary signals. Our
findings indicate these algorithms worked fairly well in
the nonreverberant environment, but not so well in the
reverberant environment. Further, the algorithm per-
formance seems to be limited more by modeling errors
and multipath signal components than by anything else.

Several conclusions and ideas regarding future re-
search directions emerged from this research. The per-
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Figure 3.20: Experimental smart acoustic array system developed at the University of Texas at Dallas.
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formance of many array processing algorithms is limited
by channel mismatches and multipath propagation. Al-
gorithms must be designed to take model mismatches
and multipath propagation into effect. The eigenvector
based methods we developed calibrated the array well
and improved performance. More research is needed in
the areas of on-line auto calibration and room acoustics
/ multipath channel equalization. Algorithms should
be designed specifically to be robust to various model
misspecifications as a design objective. Experimental
work involving system development and algorithm per-
formance must continue in order to facilitate technology
transfer.

3.3 Array Design Issues

3.3.1 Array Design for High Resolution
Imaging and Source Localization

Saleem Kassam, University of Pennsylvania

Introduction and Objectives

Imaging and source-locating systems are generally
based on arrays of individual elements used to sense
the propagating field produced by radiating or reflect-
ing objects. Through signal processing techniques such
as beamforming, an image of the object field may be
formed. Passive arrays receive signals from radiation
sources (emitters), whereas active-array imaging sys-
tems use arrays to both illuminate the object field and
to record the reflected field. Examples of imaging ar-
ray systems occur in radio astronomy, sonar, microwave
imaging and radar, communications, and ultrasound
imaging. Our research has been aimed at developing
fundamental new results for array design and associated
signal processing, based on recent developments on the
characterization of array performance in linear imaging.
Active imaging systems are a particular focus of our in-
vestigation, although our work also addresses passive
arrays. One important area of application of new ac-
tive imaging array concepts is in ultrasound imaging in
medical and industrial settings. High-resolution emitter
location is of much interest in acoustic and communi-
cation applications. New developments in active arrays
are also of significance in such scenarios, where ideas of
active arrays can be implemented in systems employing

retro-transmission from emitters in the field in response
to the received complex field from the transmit array.

An important concept in array design is that of the
coarray. The coarray allows us to consider how to de-
ploy array elements (and associated hardware) in the
most efficient way to obtain large array apertures and
high resolutions. This concept allows minimum redun-
dancy active arrays and minimum complexity active ar-
rays to be specified. Some of these ideas parallel those
that have been developed in the past for passive ar-
rays. The general concept of the coarray also provides a
better understanding of imaging performance improve-
ments that are possible with multi- frequency opera-
tion for both active and passive imaging. Additionally,
new multiple-transmit or re-transmit and retro-transmit
strategies can be investigated. The design of efficient
arrays based on the coarray concept has an interest-
ing connection with the problem of efficient design of
finite-impulse-response digital filters with reduced com-
putation requirements.

The definition of the coarray for narrowband, single-
frequency operation is simple. For a passive array using
correlation processing for incoherent arrivals, the coar-
ray is the set of location differences for all pairs of ele-
ments of the array. This is called the difference coarray,
and corresponds to the set of lags on which the auto-
correlation function can be computed for the received
field. It leads naturally to the idea of minimum redun-
dancy passive arrays. The counterpart of the difference
coarray is the newer idea of the sum coarray for active
arrays. The sum coarray is defined as the set of pair-
wise sums taken from the transmit and receive arrays
(which may be the same array). Consider the process
of generalized weighted linear beamforming in which the
transmit/receive elements are given complex weights to
form a beam in a desired direction. The beam is scanned
over all directions of interest to form an image. Three
fundamental relationships exist for this type of imaging,
which are

• The image is the convolution of the point spread
function (PSF) with the reflectivity distribution of
the scene,

• The PSF is the Fourier transform of a weighting
function on the coarray,

• The weighting on the coarray is the sum of convolu-
tions of sets of transmit and receive array weights.
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Therefore, the sum coarray provides a geometric char-
acterization of the class of PSFs that can be achieved
by an active imaging system. A given array geometry
can realize only those PSFs whose inverse Fourier trans-
forms have support on the coarray. Similar results hold
for passive imaging and the difference coarray.

This can be utilized to design minimum-redundancy
active areas, and more generally minimum complexity
active arrays under suitable definitions of array com-
plexity. For multi-frequency or wideband operation, the
coarrays are the unions of the coarrays defined at each
frequency. The specific frequency used alters the coar-
ray in that the locations are specified in terms of wave-
length units. This provides a framework for analyzing
the trade-off between number of frequencies or band-
width and number of array elements needed to achieve
a given level of performance in terms of resolution and
sidelobes

The specific objectives of our recent work have been
the following:

• Design Low Redundancy and Low Complexity Ac-
tive Arrays in One and Two Dimensions

• Design Multi-Frequency Arrays and Analyze Array
Performance for Wideband Operation

• Build an Audio Frequency Acoustic-in-Air Experi-
mental Test- Bed to Validate New Array Concepts

Summary of Progress

We have obtained significant results for minimum re-
dundancy line arrays for narrowband active imaging of
reflecting objects or retro-transmitting sources. These
lead to considerable reduction in front-end hardware
requirements, without loss of image quality for quasi-
static scenes. Alternately, these results can be used to
improve the performance obtainable with given array
hardware for a uniform line array without increasing
hardware costs. The key idea exploited is that of the
sum-coarray. The coarray of a filled uniform line array
can be obtained with as few as one-third of the number
of elements for typical array sizes of 64. Table 3.1 shows
results obtained for minimum redundancy line arrays of
lengths L up to 28. Here N is the number of minimum
redundancy array elements needed for coarray equiva-
lence to a filled array of L elements. The description
of the arrays specifies the number of positions between

N L MRA Ra
4 5 .1.2.1. 1.111
5 7 .1.2.2.1. 1.154
6 9 .1.2.2.2.1. 1.235
7 11 .1.1.3.3.1.1. 1.333

.1.2.2.2.2.1.
8 14 .1.1.3.3.3.1.1. 1.333

.1.2.1.5.1.2.1.
9 17 .1.1.3.3.3.3.1.1. 1.364
10 21 .1.2.1.5.2.5.1.2.1 1.341
11 23 .1.1.1.4.4.4.2.3.1.1. 1.467

.1.1.1.4.4.4.4.1.1.1.

.1.1.3.2.4.4.2.3.1.1.

.1.1.3.3.3.3.3.3.1.1.

.1.2.1.2.5.2.5.1.2.1.

.1.2.1.5.2.2.5.1.2.1.
12 28 .1.2.1.5.2.5.2.5.1.2.1. 1.418

.1.2.2.1.7.1.7.1.2.2.1.

Table 3.1: Minimum Redundancy Active Line Arrays

physical element locations in the minimum redundancy
array. Note that unit spacing here corresponds to half a
wavelength. The measure Ra is a redundancy measure.

Longer arrays may be considered by restricting atten-
tion to symmetric arrays to reduce the computational
burden. In this case we have obtained minimum redun-
dancy arrays of length L up to 159. For such arrays,
the redundancy is approximately 1.5, a major improve-
ment over filled arrays that have redundancies of ap-
proximately L/4. Further reductions in hardware com-
plexity for the front-end array elements can be real-
ized by separately placing transmit and receive elements
non-uniformly on a uniform grid, instead of collocating
them. In fact, specific instances of hardware reductions
of almost an order of magnitude can be realized over
conventional uniform active arrays of realistic sizes. For
example, a length 159 uniform line array can be replaced
by a minimum redundancy symmetric active array of 31
collocated transmit/receive elements; a 163 element uni-
form active line array can also be replaced by an array
of 19 transmit and 19 receive elements only.

For multi-frequency operation we have analyzed the
passive imaging of incoherent sources and shown how
performance improvements can be realized by designing
arrays using the framework of the coarray for wideband
operation. The simulation results of Figures 3.24-3.26
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Figure 3.21: Coarray of 9-element Cross Array

for the coarrays of Figures 3.21-3.23 illustrate this. Fig-
ures 3.21 and 3.22 show the coarrays obtained for two
cross arrays; the first is for a 9-element cross array with
uniform (λ/2) spacing along the x- and y-axes, whereas
the second is for a 5-element array with a spacing of
λ. Thus Figure 3.22 is the difference coarray of the the
9-element cross array from which 4 elements have been
deleted. Let us assume that the operating frequency
here was 4 MHz. By operating the second array at
three frequencies (2, 3, and 4 MHz) simultaneously, we
obtained the more filled-in composite difference coarray
of Figure 3.23. Corresponding point-spread functions
for unity element weights are shown in Figures 3.24-
3.26. The PSFs are plots of the region [-1,1]×[-1,1] in
u-space. The scale of the images is from 0 dB (white) to
-35 dB (black). Figure 3.24 is for the original 9-element
array at 4 MHz. Figure 3.25 corresponds to the coar-
ray of Figure 3.22 at 4 MHz. The high sidelobes are a
result of the holes in the array. Figure 3.26 shows the
composite PSF, produced by operating the array with
holes, at 2, 3, and 4 MHz. As expected, the composite
PSF approaches that of the filled array as more holes are
filled with multi-frequency operation. We are currently
formalizing the design approach for arrays and element
weights for multiple frequency operation to minimize
array hardware and system complexity.

We have recently been able to obtain closed-form an-
alytical expressions for the point-spread functions of ac-
tive wideband arrays in reflection mode imaging, which
allows performance and designs to be evaluated much
more efficiently.

Our experimental acoustic array is being built out
of low-cost audio- frequency components. The current
operating frequencies are in the range of 5 to 10 KHz,
and we have obtained 10-channel operation so far for

y

x

Figure 3.22: Coarray of 5-element Cross Array

y

x

Figure 3.23: Composite Coarray for Frequencies 2, 3,
and 4 MHz

Figure 3.24: PSF for 9-element Cross Array at 4 MHz
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Figure 3.25: PSF for 5-element Cross Array at 4 MHz

Figure 3.26: PSF for Composite Coarray at 2, 3, and 4
MHz

reflection mode imaging using 3-cycle pulses. Our plan
is to develop this into a test-bed that will allow different
array imaging and source location experiments to be
performed with sparse (low redundancy) plane arrays,
and allow investigation of the influence of array and
processing imperfections on theoretical performance.

Conclusion

We are investigating the use of techniques of signal pro-
cessing and array element configuration design that will
allow minimzation of hardware cost and complexity of
active as well as passive arrays for imaging and source
location. Some recent work has suggested that it is pos-
sible to get an order of magnitude reduction in hardware
with appropriate strategies for element placement in a
fixed array for active imaging of a quasi-static scene.
These results are related to work on minimum redun-
dancy passive (correlation) line arrays, and for passive
arrays also these ideas are of current interest for planar
arrays. Associated with this idea of redundancy reduc-
tion is the use of multiple frequencies to further enhance
the performance of imaging arrays, and to exchange el-
ements for frequencies. This trade-off is made explicit
by the concept of the wideband coarray of the array.

The current state of the art in active and passive array
systems involves some ad hoc approaches, and the wide-
band mode is not very well understood from the point
of view of imaging performance in conjunction with ar-
ray design. Our work is currently aimed at addressing
such issues.

3.3.2 Distributed Detection With In-
complete Knowledge

Rick Blum, Lehigh University

Objectives

Distributing sensors over a large area is necessary in
some signal detection and tracking applications, partic-
ularly for surveillance systems. Such arrangements may
even provide advantages over single sensor systems in
terms of reliability, survivability, and improved signal
detection performance. These performance improve-
ments are the result of the inherent spatial diversity
combining that occurs in such cases provided the sen-
sors are separated by sufficient distances. In the inter-
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est of reduction of communication costs, simplification
of processing, and preventing interception of one’s com-
munications, it is often advisable to use distributed
detection schemes, which locate processors directly
at each sensor. These processors reduce each sensor’s
observations to a multi-bit decision, and attempt to re-
tain the essential information in these individual deci-
sions needed to make a final signal detection decision.

Specifying the form of the partial processing at the
sensors (the sensor decision rules) and specifying how
the partially processed observations will be used in the
final signal detection decision (the fusion rule) to obtain
best performance is of fundamental importance. The
need to specify each sensor’s decision rule and the fu-
sion rule makes distributed detection schemes inherently
more complicated to design than the more common cen-
tralized detection schemes, where all observations
are available in their original form at a central location.

Distributed signal detection has recently received sig-
nificant attention, but the majority of this work has
focused on signal detection problems where a com-
plete observation model is known. The observation
model characterizes how the signal that one is trying to
detect affects the observations used to make the sig-
nal detection decisions and thus it is desirable for the
observation model to be completely known. Unfortu-
nately, in practice a complete description of the obser-
vation model is often unavailable. In our research, we
are developing distributed detection schemes that will
perform well when faced with such incomplete observa-
tion models. We consider cases with dependent obser-
vations from sensor to sensor, which arise frequently in
practice. Due to their difficult nature, there has been
very limited study of these cases by other investigators.

Summary of Progress

We classify our efforts into three basic areas: unknown
noise/clutter power results, unknown observation model
results, and known observation model results.

Unknown Noise/clutter Power

Part of our research has focused on the important and
practical case of signals observed in additive noise-plus-
clutter with unknown and possibly time-varying noise-
plus-clutter power. This is a case of significant interest
for many radar, sonar, communications, and medical

signal processing applications.
Our research has focused on cases with dependent

observations at the different sensors. Cases with de-
pendent observations are known to be difficult and for
this reason they have received very little attention. We
have considered several different processing techniques
and we have analyzed the advantages and disadvan-
tages of each. Some specific design approaches have
been outlined. In [4], we studied the cell-averaging
(CA) constant false alarm rate scheme for distributed
detection and in [1] we studied the order-statistic (OS)
constant false alarm rate scheme for distributed detec-
tion. We found that the CA and OS schemes each have
advantages. The OS scheme, for example, appears to
provide better performance for cases with nonhomoge-
neous reference samples. In [4] and [1], only Gaussian
noise-plus-clutter models were considered. In [2] we in-
troduced a generalization of the CA and OS constant
false alarm rate schemes which will provide better per-
formance for cases where weak signals are observed in
non-Gaussian noise-plus-clutter. The generalization re-
quires a particular form of nonlinear processing of the
observations. In [2] we demonstrate that the appropri-
ate nonlinear processing can provide significant perfor-
mance improvements in some cases with heavy-tailed
noise-plus-clutter.

Unknown Observation Model

Cases with even less information about the statistical
model for the observations are also of significant inter-
est. In some practical applications it is possible that
the probability density function (pdf) of the noise-plus-
clutter may be unknown. For these cases, we have de-
veloped some nonparametric signal detection schemes
based on the signs and ranks of the sensor observations
[10]. These schemes provide constant false alarm prob-
ability for cases with additive random signal and noise-
plus-clutter observations provided the noise-plus-clutter
observations have an even-symmetric pdf. It has been
demonstrated in [10] that the probability of detection
achieved by these schemes is relatively insensitive to the
exact pdf of the noise-plus-clutter observations. Since
these schemes are based on signs and ranks they are
usually less computationally demanding as well.

Another approach we are investigating is based on
minimax robust statistics. We have already began ap-
plying these techniques to cases with possibly non-



CHAPTER 3. PROCEEDINGS OF THE WORKSHOP 41

additive noise models. Such cases are practical for many
communication, radar and sonar system problems, par-
ticularly where nonlinearities act on additive signal and
noise. There has been very little research on developing
minimax robust schemes for cases with nonadditive ob-
servation models, so we initially investigated single sen-
sor cases with multiplicative noise [7]. Some results were
later obtained for more general nonadditive observation
models [8]. Both [7] and [8] employ a performance crite-
ria based on the asymptotic relative efficiency (ARE) of
a detection scheme. So that minimax robust distributed
detection schemes can be developed in a similar way, we
recently investigated the use of ARE for distributed de-
tection performance [5].

Known Observation Model

Sections 3.3.2 and 3.3.2 discussed our results for cases
where some parameters describing the observation
model were unknown. In each of these cases we were
able to convert a problem involving optimizing the per-
formance of a detection scheme when some parameters
of the observation model are unknown to an equiva-
lent problem of optimizing the performance of a de-
tection scheme when the observation model is com-
pletely known. Thus our techniques require optimum
schemes for cases with known observation models, so
we have also made contributions in this area. This was
necessary since there has been very little distributed
detection research on optimum distributed detection
schemes for cases with dependent observations, partic-
ularly for the Neyman-Pearson Criteria. We have ob-
tained Neyman-Pearson optimum distributed detection
schemes for weak signal cases and binary sensor deci-
sions in [9], for narrowband signal cases with binary
sensor decisions in [3], for multiple bit decision cases in
[6], and for cases where signals may not be weak in [11].
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3.3.3 Maximizing the Accuracy and
Resolution Capacity of Sensor Ar-
ray Direction Finding

Yoram Bresler, University of Illinois

The research program of Yoram Bresler supported un-
der the RIA grant focused on sensor array processing,
and on image reconstruction. Research supported by



CHAPTER 3. PROCEEDINGS OF THE WORKSHOP 42

the subsequent PYI award addresses four areas: (i) sen-
sor array processing and parameter estimation; (ii) im-
age reconstruction; (iii) optimal time-sequential acqui-
sition of spatio-temporal signals; (iv) and vector field
visualization. Significant results have been obtained in
all these areas. In this report only the research on sen-
sor array processing and parameter estimation is docu-
mented.

The project addressed the use of parametric models
in high resolution imaging algorithms for sensor arrays,
and had two primary objectives:

1. To assess and characterize the fundamental perfor-
mance limitations in imaging processes using sensor
arrays in terms of task-oriented quality measures.

2. To develop novel optimal algorithms for image ac-
quisition and processing that exploit the underly-
ing physical models for the signal formation and
prior knowledge about the target, to optimize per-
formance under adverse conditions.

The approach adopted in this project was to model
the object in terms of a superposition of signals of
known parametric form. Assuming a linear model for
the measurement process, the problem then reduces to
parameter estimation and detection for superimposed
signals in noise. Specific goals that were addressed in
this context were the following:

1. derivation of fundamental performance bounds on
parameter estimation for superimposed signals.

2. Development of a design methodology for optimum
array design.

3. Development of optimal and computationally effi-
cient algorithms for parameter estimation of super-
imposed signals in noise.

4. Development of specific applications of these tech-
niques to imaging problems.

Highlights of the results are given below.

Resolution Capacity of Wideband Sensor Arrays

A long standing limitation in sensor array processing
has been the number of simultaneous directions (sig-
nals) that can be resolved by a given sensor array. This
number, which we call the resolution capacity of the ar-
ray, has been thought to be determined by the number

of sensor elements in the antenna. In dense target en-
vironment, or in imaging applications where numerous
superimposed signals are simultaneously present, this
severely limits the performance of small arrays, such as
those that can be mounted on an aircraft or a small
vehicle. To address this problem, we studied the fun-
damental bounds on the number of co-channel wide-
band emitters resolvable by a passive sensor array. We
showed that this number is only limited by the time-
bandwidth-product of the observations, rather than by
the number of sensors. In other words, if the signals are
wideband (as they often are, in many applications) and
the data is processed by an appropriate wide band pro-
cessor (rather than by classical narrowband techniques),
then by extending the observation interval, a theoreti-
cally arbitrary number of signals can be resolved. In
practice, the number of actually resolvable signals will
be also limited by their spacing and the noise level. This
discovery, and the algorithm achieving these bounds,
open a whole new realm of applications for small sensor
arrays in communications, surveillance, and imaging.

Design of minimax-optimal sparse sensor arrays
for multiple signal high resolution direction find-
ing

As discussed earlier, in many applications, most no-
tably in mobile systems, sensor arrays can only have
a small number of sensors. In addition to the number
of emitters that can be resolved by such an array, the
achievable accuracy in determining the emitter direc-
tions is also affected by the .limited number of sensor
elements. The first problem, of the resolution capacity
of the array, was discussed earlier. The second problem,
of maximizing the accuracy with a given number of sen-
sors and given total size of the aperture (the available
real estate) is the subject of this project. It involves a
choice of a performance criterion, and an optimization
technique to optimally place the available sensor in the
aperture.

The design of such so called sparse arrays (using a
reduced number of elements) has been researched ex-
tensively. The state of the art involves minimization
of the level of secondary lobes in the beampattern (the
directional response of the array to a single source.) Un-
fortunately, this classical criterion is not appropriate for
optimizing the resolution of multiple targets using mod-
ern high resolution methods. As for the actual design
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procedure, a common technique has been random place-
ment of the elements. Our work here is predicated on
the premise that, by exploiting the nature of the prob-
lem and an accurate statement of the performance crite-
rion, one should be able to do much better than random
placement.

The performance criterion we use is the CRB on DOA
estimates of up to m simultaneous sources in the worst
case scenario. This is then an application of the re-
sults of the project on worse-case CRBs. We envision
other such applications to the design of acquisition sys-
tems. By explicitly identifying this worst case, the de-
sign problem is reduced to a manageable search over the
sensor positions. The resulting designs are far superior
in resolving power to their classical counterparts.

3.4 Signal Subspace Algorithms
for Detection & Parameter
Estimation

3.4.1 Utilizing Sensor and Wave Prop-
erties for Antenna Array Process-
ing

Jian Li, University of Florida

The parametric algorithms have high resolution but
are sensitive to model errors. Yet in sensor array pro-
cessing and its applications, model errors are often in-
evitable.

There are many challenges facing the current and fu-
ture research efforts in the general area of array process-
ing. It appears that most previous emphases have been
on algorithms with the best performance and fastest
computation speed. One of the major challenges for
this area now is how to devise robust algorithms that
have both excellent performance and fast computation
speed. These algorithms should

• be based on appropriate data models,

• utilize sensor and wave properties,

• be insensitive to the estimated or assumed number
of signals,

• be tested against both simulated and experimental
data.

Another major challenge is to apply array process-
ing algorithms to many practical applications includ-
ing communications and radar. Due to the intense re-
search efforts on array processing during the past two
decades, many theories and algorithms have been devel-
oped and many insights have been gained. Armed with
the knowledge we have learned, we can help make great
progress in the aforementioned application areas. Yet
the applications of array processing algorithms are not
always straightforward. For example, in SAR (synthetic
aperture radar) image formation and processing appli-
cations, it is a challenge to establish appropriate data
models that incorporate electromagnetic phenomenol-
ogy. It is also a challenge to coordinate multidisciplinary
collaborations and to validate results obtained from ex-
perimental data.

Research Efforts at UFL

In collaborations with many researchers in the U.S. and
abroad, especially with Professor Petre Stoica at Up-
psala University in Sweden, we have developed many
algorithms for array processing and SAR image forma-
tion.

Array Processing

We have devised array processing algorithms

• for angle and waveform estimation in the presence
of colored noise via RELAX (a RELAXation-based
optimization approach),

• for efficient parameter estimation of partially po-
larized electromagnetic waves,

• for angle and polarization estimation with a COLD
(Co-centered Orthogonal Loop and Dipole) array,

• for decoupled maximum likelihood angle estimation
for signals with known waveforms.

We have found:

• It is better to obtain combined angle and waveform
estimates. Concentrating out the signal waveforms,
instead of making the estimation problem simpler,
actually complicates the problem.
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• Utilizing the properties of antenna sensors and the
knowledge of incident signal waveforms can signif-
icantly improve the best performance that an an-
tenna array can achieve.

For the topic of angle and waveform estimation in
the presence of colored noise, we have described how
the RELAX algorithm can be used for angle and wave-
form estimation of narrowband plane waves arriving
at a uniform linear array in the presence of spatially
colored noise. The RELAX algorithm is both concep-
tually and computationally simple; its implementation
mainly requires a sequence of fast Fourier transforms.
We have shown that the RELAX algorithm is an asymp-
totically statistically efficient estimator when the num-
ber of spatial measurements or the signal-to-noise ratio
is large. The RELAX algorithm, however, is no longer
an asymptotically statistically efficient estimator when
the number of temporal snapshots is large. Both nu-
merical and experimental examples have been used to
demonstrate the performance of the RELAX algorithm
for angle and waveform estimation. The experimental
examples have also been used to compare the perfor-
mance of RELAX with that of other well-known algo-
rithms including ESPRIT with forward/backward spa-
tial smoothing, MODE/WSF, and AP/ANPA. The RE-
LAX algorithm is shown to be more robust than these
existing algorithms due to the more relaxed assumption
on the spatial noise and the simplicity of the algorithm.
We have also shown that the RELAX algorithm is not
sensitive to the assumed number of signals, which may
be given or estimated.

We have applied the RELAX algorithm to the exper-
imental data collected by the array system known as
the Multi-parameter Adaptive Radar System (MARS).
The array system was developed at the Communications
Research Laboratory at McMaster University. The data
was collected by deploying the array at the west coast
of the Bruce Peninsula, Ontario, Canada, overlooking
Lake Huron. MARS is a vertical uniform linear array
consisting of M = 32 horizontally polarized horn an-
tennas. The spacing between adjacent antenna sensors
is 5.715 cm. The four sets of data we use below were
collected when the array system was operated at fre-
quencies 8.62, 9.76, 9.79, and 12.34 GHz. The data was
recorded with 12-bit precision and sampled at 62.5 sam-
ples per second. For each carrier frequency, 127 snap-
shots were collected at each antenna output. There are
two incident signals, a fact assumed to be known to the

angle estimation algorithms. One of the incident signals
is the direct path and the other is the specular path,
which is reflected from the lake. The direct incident
signal is a continuous wave (CW), whose amplitude is
a constant and whose phase is a linear function of time.
Since the specular path is a delayed and reflected ver-
sion of the direct path, the phase difference between
the two paths is a constant, which is determined by the
time delay between the direct and specular paths, the
carrier frequency of the waves, and the reflection coeffi-
cient of the lake. The incident signals arrive from near
the array normal, but the exact incident angles are un-
known since the vertical array structure may have been
on a slight tilt. The parameter estimation algorithms
we consider below do not assume any a priori knowledge
of the incident angles and the signal waveforms.

Figure 3.27 shows the angle estimates obtained by
using a single snapshot at a time as a function of the
snapshot number for the direct path. (The results for
the specular path are similar.) (Note that for Figures
3.27(a) – (c), not all angle estimates show up in the fig-
ures because they are either too large or too small.) The
means and standard deviations of the angle estimates in
Figure 3.27 were calculated by averaging the angle esti-
mates obtained from all 4 carrier frequencies and all 127
snapshots. The RELAX algorithm is compared with
the ESPRIT algorithm with forward/backward spatial
smoothing using 10 sensors per subarray. RELAX is
also compared with the MODE/WSF algorithm and the
ANPA algorithm, which is related to the AP (alternat-
ing projection) algorithm. Note that the RELAX algo-
rithm gives the smallest standard deviation for the angle
estimates. Note also that although the ANPA algorithm
minimizes the same cost function and is computation-
ally more expensive than the RELAX algorithm, ANPA
performs worse than RELAX.

Figure 3.28 shows the waveform estimates obtained
by using RELAX with a single snapshot at a time when
the carrier frequency is 8.62 Hz. (The results for other
carrier frequencies are similar.) (All other algorithms
yield very poor waveform estimates since they all esti-
mate the incident angles first and hence they encounter
a matrix ill-conditioning problem due to using occasion-
ally very closely spaced angle estimates for waveform es-
timation.) Note that as expected, the phase difference
between the estimated waveforms is nearly a constant
for all carrier frequencies and the amplitude estimate is
also nearly a constant.
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Figure 3.27: Angle estimates obtained from the experimental data collected with MARS as a function of snapshot
number. The symbols “+”, “×”, “∗”, and “o” are for the carrier frequencies 8.62, 9.76, 9.79, and 12.34 GHz,
respectively. The solid lines denote the means and the dashed lines denote the means plus and minus the standard
deviations of the angle estimates. (a) – (d) are for the direct path and are obtained with ESPRIT, MODE, ANPA,
and RELAX, respectively.
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Figure 3.28: Waveform estimates obtained by applying
RELAX to each snapshot of the experimental data col-
lected with MARS. The solid and dashed lines are for
the direct and specular paths, respectively. (a) and (b)
are for the amplitude and phase of the waveform esti-
mate, respectively, when the carrier frequency is 8.62
GHz.

For the topic of efficient parameter estimation of par-
tially polarized electromagnetic waves, we have consid-
ered the problem of statistically efficient estimation of
the parameters of partially polarized electromagnetic
(EM) waves with a uniform linear array of crossed
dipoles. Previous research considered only completely
polarized EM waves. We consider the maximum like-
lihood (ML) estimation of partially polarized wave pa-
rameters, in particular, the incident angles and the de-
grees of polarization. The polarization state of a par-
tially polarized EM wave is a function of time while a
completely polarized wave has a fixed state of polariza-
tion. Partially polarized waves can be found in many
applications such as radar and ionospheric radio. For
example, during the observation time, the state of po-
larization of a radar return received by a radar with
polarization diversity can vary even though the original
transmitted wave is completely polarized. This vari-
ation occurs because of the nonstationary behavior of
targets, clutter, and other disturbance sources. We have
devised a computationally efficient large sample ML es-
timator that avoids the multidimensional search over
the parameter space, which is required by the exact ML
estimator. We have also considered how to deal with
the cases where some of the incident waves are known
or are considered to be completely polarized.

For the topic of angle and polarization estimation
with a COLD array, we have shown that by using the
COLD array, the performance of both angle and polar-
ization estimation can be greatly improved as compared
to using a crossed dipole array. We have presented an
asymptotically statistically efficient MODE algorithm
that can be used with the COLD array for both an-
gle and polarization estimation of correlated (includ-
ing coherent) or uncorrelated incident signals. We have
shown with numerical examples that the estimation per-
formance of the MODE algorithm is better than that of
the MUSIC and the noise subspace fitting algorithms,
especially for highly correlated incident signals.

For the topic of angle estimation for signals with
known waveforms, we have devised a large sample de-
coupled maximum likelihood (DEML) angle estimator
for uncorrelated narrowband plane waves with known
waveforms and unknown amplitudes arriving at a sensor
array in the presence of unknown and arbitrary spatially
colored noise. The DEML estimator decouples the mul-
tidimensional problem of the exact ML estimator to a
set of one-dimensional problems and hence is computa-
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tionally efficient. We have derived the asymptotic sta-
tistical performance of the DEML estimator and com-
pared the performance with its Cramér-Rao bound, i.e.,
the best possible performance. We have shown that
the DEML estimator is asymptotically statistically ef-
ficient for uncorrelated signals with known waveforms.
We have also shown that for moderately correlated sig-
nals with known waveforms, the DEML estimator is no
longer a large sample maximum likelihood (ML) esti-
mator, but the DEML estimator may still be used for
angle estimation and the performance degradation is
small. To estimate the arrival angles of desired signals
with known waveforms in the presence of interfering or
jamming signals, we have shown that modeling the in-
terfering or jamming signals as random processes with
an unknown spatial covariance matrix may give lower
CRB than modeling them as unknown deterministic in-
cident signals.

3.4.2 Subspace Applications in Array
Processing

Barry Van Veen, University of Wisconsin

Research Program Summary

This research program has focused on mapping data
into subspaces prior to application of signal processing
algorithms for the past six years. The subspaces of in-
terest are generally not data adaptive, but are fixed a
priori. The signal processing algorithms studied include
adaptive beamforming and filtering, adaptive detection,
and spectral analysis for time series and sensor array
data. Recently the research has emphasized nonlinear
filtering and non-Gaussian signal processing problems.
Subspace signal processing algorithms generally exhibit
improved performance for short data record situations
by reducing the number of statistics that are estimated
from a given number of data records. Computational
complexity is often significantly reduced by subspace
processing. Furthermore, subspace algorithms are gen-
erally less sensitive to model mismatch. There is usually
a large data record or asymptotic performance loss asso-
ciated with the discarding of information; however, this
loss can be minimized by appropriate subspace design
procedures.

The general approach is to first establish a subspace
mapping framework for the signal processing algorithm

of interest, and then to assess the algorithm’s perfor-
mance as a function of the subspace. This performance
assessment is used to establish criteria for subspace de-
sign in the problem of interest. Lastly, a subspace that
optimizes the design criteria is determined. The follow-
ing paragraphs describe progress in specific areas.

In adaptive beamforming the goal is to reduce the
number of adaptive degrees of freedom. This reduces
the computational burden by decreasing the size of the
covariance matrix that must be estimated and inverted
to determine the adaptive weights. o We have shown
that the adaptive convergence rate improves as a conse-
quence of the reduction in adaptive degrees of freedom.
o New techniques for designing the subspace transfor-
mation to minimize the steady state interference can-
cellation loss have been developed. o A dimension re-
cursive modular structure for implementing reduced di-
mension beamformers has been derived. Analogous to
a lattice filter, this modification of the generalized side-
lobe canceler efficiently evaluates the output of beam-
formers having differing number of adaptive degrees of
freedom by computing the output of a beamformer with
p adaptive weights from the output of a beamformer
with p-1 adaptive weights. o Lastly, we have shown
how to design the dimension reducing transformation
to significantly reduce or eliminate the signal cancella-
tion caused by correlation between broadband signals
and interference. Here we discard adaptive degrees of
freedom used to cancel the signal and retain those used
to cancel interference.

Subspace based minimum variance spectrum estima-
tion has also been investigated. This problem is very
similar to adaptive beamforming and thus many of
the adaptive beamforming contributions have been ex-
tended to this problem and are not described further.
One significant effect of subspace processing is to de-
crease the variability in the spectrum estimates com-
puted from short data records.

Subspace methods have been applied to adaptive de-
tection of deterministic signal having unknown param-
eters, such as complex amplitude, in Gaussian noise
and interference with unknown covariance. The detec-
tor studied is adaptive in that it estimates the unknown
parameters from the data and substitutes them into the
likelihood ratio according to the generalized likelihood
ratio principle. Here we studied mapping the data into
a reduced dimensional space prior to performing detec-
tion. This detection problem has been addressed for
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both conventional sensor arrays and arrays composed
of electromagnetic vector sensors. Milestones in this
area are several: o We have shown that the same basic
detector form applies to conventional and vector sensor
data and signal models for narrowband and broadband
vector sensor data have been developed. o A new form
of the detection statistic has been derived that is com-
putationally efficient for the subspace detector. o The
subspace detector performance is shown to greatly ex-
ceed that of the full space detector when small numbers
of data records are available. This is a consequence of
the improved statistical stability of the estimates of the
reduced number of noise covariance matrix elements es-
timated in the subspace detector. o Methods to design
subspace transformations that approximately minimize
the asymptotic (large numbers of data records) detec-
tion performance loss have been developed. o We have
shown that the subspace detector is less sensitive to mis-
match between the actual and assumed signal models. o
A correspondence between subspace adaptive detection
and reduced dimension adaptive beamforming has been
established. o A modular structure has been developed
that efficiently evaluates the detection statistic for sub-
spaces of different dimension. o The subspace detection
framework has been used to compare the performance
of conventional sensor and vector sensor detectors with
equal numbers of elements. The vector sensor array
is advantageous with relatively large numbers of data
records or when the scalar sensor is partially or com-
pletely blind to the signal to be detected. However, a
subspace vector sensor detector offers both the signal
sensitivity of a vector sensor array and the smaller di-
mension of a scalar sensor array, resulting in both the
greatest flexibility and potential performance. o Several
methods for designing subspace transformations specif-
ically for vector sensor detectors have been developed.

Our most recent work has emphasized subspace ap-
plications in non-linear filtering and non-Gaussian prob-
lems. The nonlinear filtering work has applied primarily
to time series to date and is not discussed further here.
The non-Gaussian aspect has focused on subspace rep-
resentations for higher order statistics such as the third
and fourth order cumulant matrices. Again, time series
applications of this work are not reported here. o As in
other problems, the subspace formulation reduces the
computational burden by reducing problem dimension.
This reduction can be particularly dramatic due to the
inherently large dimension of these problems. o Several

methods for designing subspaces that minimize the rep-
resentation error have been derived. o We have shown
the error in a sample third order cumulant matrix esti-
mate due to Gaussian noise is reduced by approximately
the cube of the ratio of subspace to original dimensions
under low SNR conditions. o Bounds on the error in-
curred with a subspace representation of data have been
derived.

Description of Major Research and Technologi-
cal Challenges

The primary challenges in the application of subspace
techniques appears to lie in non-Gaussian and nonlinear
signal processing problems for detection and estimation.
The potential benefit of subspace methods in these areas
appear to be much more significant than in problems
based on second order statistics of the data.

Perhaps the greatest challenge for subspace tech-
niques and array processing in general lies in adapting
general principles and methods to solve specific appli-
cation problems. This implies a shift from development
of generic array processing tools or algorithms to ap-
plications of the tools developed over the last twenty
five years. Two examples of specific applications include
communication problems where a particular modulation
scheme and channel characteristics are known and the
biomedical problem of localizing sources of electrical ac-
tivity in the brain from scalp measurements of the elec-
tric or magnetic field. Study of applications will also
generate new algorithms as a consequence of the partic-
ular demands of a given application.

3.4.3 Worst-Case Bounds and Globally
Convergent ML Algorithms for
Parameter Estimation

Yoram Bresler, University of Illinois

Worst-Case Cramer-Rao bounds for parameter
estimation

Another study of fundamental performance limitations
involved bounds on the achievable accuracy in param-
eter estimation. These bounds, known by the name
Cramer-Rao bounds, provide a benchmark for the per-
formance of any estimation algorithm. No algorithm
can achieve an accuracy better than predicted by these
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bounds. Under some condition, various estimators,
most notably the maximum likelihood estimator, can
achieve the performance predicted by these bounds. Al-
though these bounds have been widely used in the sen-
sor array processing literature, their application has had
a major shortcoming: usually, they can only be evalu-
ated numerically and used to generate plots for a par-
ticular scenario. The definition of this scenario for p
emitters involves, in addition to the parameters of im-
mediate interest (directions), also the specification of a
covariance matrix with about p2 free parameters. The
latter so called nuisance parameters are usually not of
interest. Owing to the large number of these nuisance
parameters, it has been unfeasible to explore their ef-
fect in detail, and usually plots were generated for what
were believed to be “typical” scenarios. Similar “typ-
ical” scenarios were used in numerical testing of algo-
rithms. Unfortunately, there was no way to guarantee
that the performance predicted for these “typical” sce-
narios is indicative of that for other scenarios.

To address this problem, we derived new worst-case
Cramer-Rao bounds that eliminate the dependence on
the amplitude nuisance parameters. These bounds pro-
vide both the worst and the best case bounds, thus
determining a “performance envelope”, which contains
any actual scenario. Furthermore, this analysis also de-
termined what are these worst and best signal scenario,
so that they may be used in numerical and experimen-
tal studies of proposed algorithms and systems. The
results show that the difference in performance between
best and worst scenarios can be very significant, cast-
ing serious doubts on the aforementioned practice of
studying what were thought to be “typical” scenarios.
Instead, we believe that the new bounds should become
the new “golden standard” for performance studies in
sensor array processing, and more generally, in estima-
tion problems involving superimposed signals, including
radar, sonar, magnetic resonance spectroscopy, etc.

Algorithms for Maximum Likelihood parameter
estimation of superimposed signals

The model of a signal consisting of superimposed sig-
nals of known parametric shape but unknown number
and parameters arises in numerous applications. These
include nonlinear regression problems in science and
engineering, and in particular array processing, radar,
sonar, geophysics, etc. Although conceptually simple,

the fitting of the data with such a model involves ex-
tensive computation due to the nonlinear dependence
of the likelihood function on the parameters. None of
the previous methods could ensure global convergence
to the global minimum of the multimodal likelihood
function, except by infeasible exhaustive search. In
this project we developed Globally optimal (the first of
their kind) efficient estimation algorithms based on dy-
namic programming for the parameter estimation prob-
lem. One algorithm devleoped applies to a single ex-
periment (snapshot) case, whereas another developed
introduces some approximations further reducing the
computational cost, and making it applicable to the
multi-experiment case. A theoretical performance anal-
ysis of these algorithms confirms their merits, and pre-
dicts their limitations.

Imaging Applications As discussed earlier, using
appropriate modeling, imaging can be reduced to pa-
rameter estimation problems. The results on fundamen-
tal limitations and algorithms can then be applied to
these problems, reaping considerable benefits compared
to classical approaches.

This idea was demonstrated in some detail in two
techniques of image reconstruction from partial data.
In the first approach, the scene is modeled as a com-
bination of point targets and a relatively smooth back-
ground reflectivity map. Using a novel mixed paramet-
ric/nonparametric modeling formulation, optimal re-
constructions of such scenes from limited Fourier data
were obtained. The method improves considerably
over the standard technique known as “clean” in radio-
astronomy, which produces many false targets due to
mismodeling of diffuse objects such as nebulae by mul-
tiple point targets. Possible applications include radio-
astronomy and Radar.

The second technique is a suboptimum globally con-
vergent and efficient algorithm for model-based restora-
tion of an image modeled by piecewise-constant polyg-
onal patches from its blurred (bandlimited) and noise
corrupted version. The associated nonlinear optimiza-
tion problem is solved by our dynamic programming
algorithm for parameter estimation (see above). The
technique has a broad range of applications, from as-
tronomy and radar imaging, to electron microscopy, and
provides superior performance over other deconvolution
methods (including POCS) in the presence of high noise.



CHAPTER 3. PROCEEDINGS OF THE WORKSHOP 50

Algorithm for resolution of superimposed pulses
of unknown and arbitrary shape

The separation and parameter estimation of superim-
posed pulses is a classical problem, arising in radar,
sonar, communications, and geophysics. Normally, the
pulse shape is assumed known, and only the number,
positions and amplitudes of several echoes are to be de-
termined. We considered the more challenging problem
when the shape is also arbitrary and unknown. This
is of interest in situations of a dispersive medium, ex-
tended targets of unknown reflective signatures, and op-
eration of a covert passive radar. The algorithm devel-
oped for the solution of this problem exploits an ap-
proximate invariance structure in the frequency domain,
which allows to apply the ESPRIT algorithm for param-
eter estimation. The new approach overcomes the bias
of previous methods and their limitation to minimum-
phase signals.

Application of Sensor Array Processing Tech-
niques to Imaging

The work of this PI in the surveyed collection of projects
ranges from fundamental bounds, through algorithms,
to imaging applications. The common thread through-
out is the overlapping signal model, which underlies sen-
sor array processing, but is also fundamental to many
other problems in science and engineering. As the field
matures and better understanding of the fundamental
limitation emerges, the focus is shifting to efficient com-
putational algorithms, and ultimately to applications.
While sensor arrays and the direction finding problem
have inspired much of the research until recently, the
rich body of knowledge and techniques is ripe for novel
and creative applications and technology insertion in
numerous other domains. To be sure, the research
on communications applications reported by other re-
searchers in this workshop will continue to be a major
thrust area. However, the interest of this PI lies partic-
ularly in the imaging and image processing domain. In
fact, often in these applications the models are more ac-
curate and the assumptions easier to satisfy, than in the
array scenario where propagation phenomena and mis-
calibration complicate the problem significantly. This
PI (as well as other researchers) is now involved in in-
tensive research into such imaging and other applica-
tions.

3.5 Towards Real-Time Imple-
mentation of Signal Subspace
Algorithms

3.5.1 Sphericalized Subspace Updating

Ron DeGroat, University of Texas at Dallas

Introduction to Spherical Subspace (SS) Updat-
ing

• The ability to efficiently track the dominant eigen-
components or subspace of an estimated correlation
matrix is an important part of many array process-
ing (and some signal processing) applications.

• SS Updates are simplified rank-one eigen-updates
in which subsets of the eigenvalues are pre-
processed (i.e., forced to be equal) to generate
spherical subspaces that can be deflated to re-
duce computation.If all of the eigencomponents of
an n × n correlation matrix are tracked (without
any sphericalization), the computational costs are
O(n3) per update.The three most interesting cases
of SS Eigen Updating are:

– Signal Averaged (SA) Updating which tracks
the Eigenvalue Decomposition (EVD) of a
sphericalized correlation matrix with two
eigenlevels, i.e.,

RSA =
[
U1 U2

] [ d1Ir 0
0 d2In−r

] [
UH1
UH2

]
The SA Update has a computational complex-
ity of O(nr) if only the dominant n×r ”signal”
subspace is tracked.

– Signal Eigenstructure (SE) Updating tracks
the dominant r ”signal” eigencomponents and
an average noise eigenlevel,

RSE =
[
u1 · · · ur Ur+1

]

×


d1 0 0 0

0
. . . 0 0

0 0 dr 0
0 0 0 dr+1In−r



uH1
...
uHr
UH2


with a complexity of O(nr2).
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Figure 3.29: SA4 tracking scenario with nonstationary
sources and changing signal rank. The starting and
stopping frequencies are indicated with a large ”X”,
SNR = 10 dB for all signals, n=10 and alpha=0.95. The
frequencies are estimated with SA4 based root-MUSIC
and the signal rank is estimated with a low pass filtered
SA4–MDL signal rank estimator.

– Signal Averaged Updating with Four Eigen-
levels (SA4),

RSA4 =
[
U1 u2 u3 U4

]

×


d1I 0 0 0
0 d2 0 0
0 0 d3 0
0 0 0 d4In−r



UH1
uH2
uH3
UH2


has a complexity of O(nr). Like SE, the SA4
update converges quickly, but does so with
the efficiency of SA. Unlike SA, the SA4 up-
date can adaptively track the rank of the r-
dimensional signal subspace by monitoring the
boundary eigenvalues, d2 and d3, and chosing
r so that d3 is in the noise level while d2 is not.
See Figure for simulation with time varying
rank and frequencies.

Basic Concept of Spherical Subspace (SS) Up-
dating

SS Updating is a special case of Rank-One Eigen-
Updating [Golub73, Bunch78]:

˜

R = αR+ (1− α)xxH

= αUDUH + (1− α)xxH

= U(αD + ββH)UH , β =
√

1− αUHx

= U(Q
˜

D QH)UH

=
˜

U
˜

D
˜

U
H ˜

U= UQ.

BASIC IDEA OF RANK-ONE EIGEN-UPDATING:

• Find the EVD of S = (αD + ββH) = Q
˜

D QH

• Update the Eigenvectors:
˜

U= UQ

NOTE: If any of the eigenvalues in D are repeated,
the EVD of S can be deflated resulting in reduced
computation [Bunch78].

NOTE: Any EVD (or similar decomposition, e.g.,
the URV) method can be used to update the sim-
plified matrix, S.

Summary of Current and Future SS Research

• Analysis of Sphericalized Subspace (SS) Dynamics:
An ODE based Proof of Convergence shows that
the sphericalized subspaces asymptotically con-
verge to the true subspaces, in the mean.

• Forward/Backward SS (FB-SS) Updating: In many
cases, improved subspace estimation performance
can be achieved for less computation.

• SS Detection Schemes: With a Four Level SS Up-
date, information theoretic criteria can be used to
decide if the dimension of the Dominant (or Signal)
Subspace should be increased, decreased or remain
unchanged.

• Multi-Level SS Updating: any number of distinct
eigenlevels can be used.

• Square Root SS Updating: The Singular Value De-
composition (SVD) update can also be spherical-
ized.

• Many different types of decompositions can be em-
bedded within a sphericalized framework, e.g., the
URV update.
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• SS-RTLS: Sphericalized Subspace Recursive Total
Least Squares.

• SS-RLS: Sphericalized Subspace Recursive Least
Squares. SS-WRTLS

• SS-RLS and FB-SS-RLS adaptive filters that are
based on updating a sphericalized version of the
inverse correlation matrix are extremely stable
and computationally efficient with convergence and
misadjustments that are closer to RLS than LMS

• SS-Pencil Updating (for colored noise)

• Parallel and Fixed Point Implementation of SS Up-
dating: Eigenlevels can be subjected to a satura-
tion threshold without significantly affecting track-
ing capability.

• Improved Eigenvector (or Singular Vector) Stabi-
lization Schemes, e.g., Cyclic Stabilization (where
a different pair of eigenvectors is orthogonalized at
each update) may be better than adjacent pairwise
orthogonalization.

• Analysis of Time Varying Signals, Subspaces and
Arrays

• New and Improved Algorithm Design based on
Time Varying Analysis of Signals, Subspaces and
Arrays

NOTE: Most of this work is/was done jointly by
Ronald D. DeGroat, Eric M. Dowling and Darel A.
Linebarger.

Summary of Related Research

• Experimental Microphone Array for Direction
Finding and Beamforming

• Constrained MUSIC

• Constrained Beamspace MUSIC

• Linearly Constrained TLS

• Data Least Squares and other LS Problems

• Soft Constrained GSC

• TQR Adaptive SVD Updating

• Conjugate Gradient Eigenstructure Updating

• ML DOA Estimation in the Presence of Unknown
Colored Noise

• Calibrated and Robust Adaptive DOA Estimation

• Computational Simplifications with the FB Data
Matrix as well as the FB Correlation Matrix

Research Application Areas

• Underwater Direction Finding and Beamforming
with Towed Array Sonar Systems

• Microphone Array Processing for Teleconferencing,
Auditoriums, etc.

• Biomedical Pattern Recognition for Medical Diag-
nosis

• Adaptive Echo Cancellers and Channel Equalizers
for Telecommunications

• Motion Estimation for Image Understanding and
Analysis

• Rotationally Invariant Character Recognition

• Active Noise Control

• Mobile Cellular Telephones

• Speech Processing

3.5.2 Some Results in Algorithms and
Architectures Development

Ray Liu, University of Maryland

OBJECTIVES and POTENTIAL IMPACT

Driven by the demands of high throughput and high
computational complexity of modern signal processing,
special-purpose and high-performance architectures are
of great interest and of practical importance for appli-
cations such as adaptive array processing, automatic
targeting, and high-speed communications. Rapid ad-
vances in VLSI/WSI microelectronics make it practical
to build low-cost and high-density application-specific
integrated circuits (ASIC) to meet the demands of speed
and performance of modern signal processing. The scal-
ing down of transistor sizes has made it possible to pack
more than one million transistors on a chip. With this
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drastically increased on chip computing power, real time
signal processing has come of age. While the dimen-
sion of the microelectronics technologies is reaching its
ultimate limit, finding efficient parallel algorithms and
VLSI architectures that may result in orders of magni-
tude of improvement in performance has become more
and more important than before.

Recent developments of adaptive array processing re-
lied heavily on efficient manipulation of linear-algebra-
based algorithms. Not only the complexity and effi-
ciency of the algorithms are of great concern, the nu-
merical stability and parallel computation are also the
key factors. The use of VLSI will allow the design and
realization of application-specific structures and archi-
tectures for computationally intensive algorithms such
as those used in linear-algebra-based signal processing
or in efficient solutions of sparse matrices. In fact, as
indicated in a recent report from the IEEE Circuits
and Systems Workshop on Future Directions, a grow-
ing number of important techniques are matrix-based
and are historically more closely related to linear alge-
bra than to signal processing. Many of these techniques
are becoming increasingly important in signal processing
and need to be blended with traditional algorithms in a
compatible and complementary way. A signal processing
view-point brought to computational problems in linear
algebra can potentially lead to new approaches to those
problems.

We have witnessed the impact of these important
cross-disciplinary research in the past decade, especially
in the areas of adaptive array processing where sophis-
ticated matrix-based algorithms constitute the heart of
recent developments. The objective of this research is to
develop efficient algorithms and architectures for real-
time adaptive array processing. Many issues have been
considered, and some of them are summarized as fol-
lows.

SUMMARY OF PROGRESS

URV-Based Subspace Algorithms and Architec-
tures

Many problems in signal processing such as sensor ar-
ray processing, spectral estimation, adaptive filtering,
and image processing, require the computation of the
rank of a matrix and an orthogonal basis for its sig-
nal space. The standard computational tool for solving
such problems are either the singular value decomposi-
tion (SVD) or the eigendecomposition. If we think care-

fully we will find that in most signal processing applica-
tions, we really neither need to know the singular values
(or eigenvalues) nor the singular vectors (or eigenvec-
tors). What we need to know are simply the rank and
an orthogonal basis that span the signal space. So, why
bother to pay the computational price to compute the
SVD? The answer to the past is that we have no choice
given the numerical computational tools we have so far!

Recently, a new matrix decomposition, the rank-
revealing URV decomposition, that requires much less
computation than either a SVD or an eigendecomposi-
tion but reveals much of the same information has been
introduced. The URV decomposition is in fact a new
computational tool with properties in between the SVD
and the QRD.

ESPRIT is an algorithm for determining the fixed di-
rections of arrival of a set of narrowband signals at an ar-
ray of sensors. Unfortunately, its computational burden
makes it unsuitable for real time processing of signals
with time-varying directions of arrival. We developed a
new implementation of ESPRIT that has potential for
real time processing. It is based on a rank-revealing
URV decomposition, rather than the eigendecomposi-
tion or singular value decomposition used in previous
ESPRIT algorithms. We demonstrate its performance
on simulated data representing both constant and time-
varying signals. We find that the URV-based ES-
PRIT algorithm is effective for estimating time-varying
directions-of-arrival at considerable computational sav-
ings over the SVD-based algorithm.

We also consider a parallel architecture for updat-
ing the URV decomposition on a wavefront array. The
wavefront array provides an efficient real-time mecha-
nism for adaptive computation of the null space of a ma-
trix as well as for handling rank changes during updat-
ing. Our emphasis is to develop an architecture that can
implement both URV and QR decomposition so that all
computational issues related to adaptive array process-
ing can be performed on one single parallel processing
environment.
Square-Root and Division Free Algorithms and
Architectures

Efficient implementations of the recursive least
squares (RLS) algorithms and the constrained recursive
least squares (CRLS) algorithms based on the QR de-
composition (QRD) have been essential for many adap-
tive beamforming and target tracking algorithms. It has
been shown that the QRD-based algorithms have good



  

CHAPTER 3. PROCEEDINGS OF THE WORKSHOP 54

numerical properties. However, they are not very appro-
priate for VLSI implementation, because of the square
root and the division operations that are involved in the
Givens rotation and the back-substitution required for
the case of weight extraction.

Up to now, the planar (Givens) rotations are the most
commonly used methods in performing the QR decom-
position (QRD). But the generic formula for these rota-
tions requires explicit square-root and division compu-
tations, which are quite undesirable from the practical
VLSI circuit design point of view.

In this project, we discover a class of square-root-
free family and a class of square-root and division free
family to perform the QRD and RLS computation. We
established the algebraic relations for the existing and
new computational algorithms. We choose a specific
instance for each one of the two parametric algorithms
and make a comparative study of the systolic structures
based on these two instances, as well as the standard
Givens rotation. We also consider the architectures for
both the optimal residual computation and the optimal
weight vector extraction.

The dynamic range of the newly proposed algorithm
for QRD-RLS optimal residual computation and the
wordlength lower bounds that guarantee no overflow are
presented. The numerical stability of the algorithm is
also considered. A number of obscure points relevant
to the realization of the QRD-RLS and the QRD-CRLS
algorithms are clarified. Some systolic structures that
are described in this paper are very promising, since
they require less computational complexity (in various
aspects) than the structures known to date and they
make the VLSI implementation easier.

3.6 Experimental Array Systems

3.6.1 Experimental Sensor Array Sys-
tems for Mobile Communications
and Semiconductor Manufactur-
ing

Guanghan Xu, University of Texas at Austin

Experimental Antenna Array Systems for Mo-
bile Communications

Objectives

The objective of this research effort is to implement
and validate advanced array signal processing tech-
niques (or smart antenna technology) to significantly
expand the channel capacity, improve the quality, and
reduce the cost of various wireless communication sys-
tems.
Potential Impact

The demand of wireless communications is growing
exponentially during the last five years and it is conser-
vatively projected that by the year 2000 the number of
users will rise up to 115 million nationwide. With such
rapid growth, it is obvious that current cellular tech-
nology will be incapable of handling sufficient numbers
of cellular phone calls simultaneously, because the spec-
trum allocated for mobile communications is limited.
The smart antenna technology is the enabling technol-
ogy to make significant expansion of channel capacity
so as to accommodate the growing demand without re-
quiring more bandwidth. Furthermore, a smart antenna
system at a base station, can also significantly improve
the quality of services, increase the coverage, and reduce
the cost of the RF front end. Finally, due to powerful
receiving capability of the smart antennas, the cost of
handset can be significantly reduced and its battery life
can be considerably increased. The ultimate impact to
the society is that more and more people can enjoy the
convenience of wireless communications at reduced cost.
Progress to Date and Milestones

After 1-year hard work, we have completed a flexible
and advanced smart antenna testbed that enables us to
conduct various channel propagation studies and more
importantly, to validate and demonstrate the advanced
signal processing techniques we developed.

(1) one 10-element patch antenna array and one 8-
element monopole antenna array; (2) 12 RF and IF
downconverters and upconverters and switches; (3) two
distribution boxes providing synthesized sources for RF
and IF converters; (4) 12 A/D’s and 24 D/A’s; (5) 4 dig-
ital multiplexing and demultiplexing boards; (6) high-
speed I/O boards and Sparc 10 console.

The unique capabilities of our testbed allow us to
conduct various experiments related to different forms
of wireless communications including cellular telephony,
wireless LAN’s, PCS, and LEO satellites. Our flexible
RF fronts, A/D’s, D/A’s also allow us to emulate differ-
ent multiplexing schemes including frequency-division-
multiple-access (FDMA), time-division-multiple-access
(TDMA), and code-division-multiple-access (CDMA).
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(a) Base-station Antenna Array

(b) Mobile Antenna

Figure 3.30: Experimental smart antenna array system developed at UT Austin.
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(a) Distribution Box and Mobile Transceiver Box

(b) Multiplexer and Demultiplexer Box

Figure 3.31: Components of experimental smart antenna array system developed at UT Austin.
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(a) Base-station Transceivers

(b) Sparc 10 Console

Figure 3.32: Components of and computer interface to experimental smart antenna developed at UT Austin.
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In short, this is the first advanced smart antenna testbed
among all the academic institutions nationwide.

Experimental Sensor Array System for Semicon-
ductor Manufacturing

Objective

The objective of this research effort is to develop acous-
tics based approach to obtain on-line measurement of
wafer temperature profile in a rapid thermal processing
chamber for semiconductor manufacturing.

Potential Impact

Rapid thermal processing (RTP) is a state-of-the-art
technique for performing the necessary wafer fabrication
operations of annealing, oxidation chemical vapor de-
position, and other semiconductor manufacturing pro-
cesses, in a single chamber within orders of magnitude
shorter period of time. Although the RTP process is the
future of semiconductor manufacturing, one of the most
serious problems that hinder the commercialization of
this technology is the difficulty of tightly controlling the
wafer temperature profile during the RTP process. This
difficulty stems from the inability of most existing tech-
niques to measure wafer temperature profile accurately
and rapidly. If successful, this new approach based on
both acoustic sensor array hardware and advanced sig-
nal processing techniques can solve this serious problem
and significantly speed up the process of commercializa-
tion of the RTP technology.

Progress to Date and Milestones

During last six months, our research and development
effort has been focused on the two areas: algorithm de-
velopment and testbed development.

We have conducted extensive investigation about the
spread spectrum approach and development of new sig-
nal processing techniques for increasing the measure-
ment rate. Though look promising in theory, the spread
spectrum approach is not feasible since the signal rate
is too high to be feasible. However, we have managed
to develop a multi-tone approach to achieve the same
goal, i.e., significantly increasing the measurement rate.

We have also spent much time determining the re-
quirements and functional specifications of the temper-
ature measurement testbed and have actually designed

the testbed. So far we have completed the quartz and
transducer part of our testbed and are currently testing
the completed part. Development of the electronic part
of the testbed is underway.

3.6.2 An Experimental Program in RF
Environment Characterization for
SDMA-Based Wireless Communi-
cation Systems

Richard Roy, ArrayCom, Inc.

Introduction

Wireless communication systems are an increasingly
pervasive method of information transmission through-
out the world. As radio spectrum is a finite resource,
the success and the growth potential of such systems
are critically dependent upon its efficient use. The ca-
pacity of some systems has already been exhausted, for
example cellular telephone systems operating in certain
urban areas. Spectral efficiency is typically sought by
employing modulation schemes such as Code Division
Multiple Access (CDMA), Time Division Multiple Ac-
cess (TDMA), and Frequency Division Multiple Access
(FDMA). Efficient modulation is an important compo-
nent of a well-designed wireless system, but it fails to
alleviate what is perhaps the most important and com-
mon spectral inefficiency present — spatial inefficiency.

This inefficiency can be significantly mitigated by in-
corporating directional transmission and reception ca-
pabilities into wireless systems. With directional com-
munication, multiple conversations can be supported
on a single channel as the majority of the radio en-
ergy associated with each conversation is transmitted
directionally between the two endpoints. Directional
communication also reduces transmitted power require-
ments by obviating the need for omnidirectional cov-
erage. Reduced transmitter powers, in turn, result in
reduced levels of background radio frequency pollution,
and therefore channels can be reused more frequently in
space. By supporting multiple conversations on a single
channel and allowing increased spatial reuse of channels,
spatially directive transmission assuredly offers signifi-
cant capacity increases over current systems. Spatially
directive communication, utilizing arrays of antennas
and sophisticated digital signal processing techniques,
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(a) An acoustic sensor array under a silicon wafer

(b) Acoustic Temperature Measurement System for Semiconductor Manufacturing

Figure 3.33: Experimental smart acoustic array system developed at UT Austin for on-line measurement of wafer
temperature profile in a rapid thermal processing chamber for semiconductor manufacturing.
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Figure 3.34: Canonical wireless system base station em-
ploying SDMA

is referred to as Spatial Division Multiple Access or
SDMA — an area pioneered by ArrayComm.

A canonical wireless system base station employing
SDMA is depicted in Figure 3.34. Conventional RF re-
ceivers are used to suply signals to the SDMA processor
(SDMAP) and the spatial demultiplexers. Within the
SDMAP, the antenna data are processed to determine
the number of users present on the channel, to track
users, and to generate the information necessary to de-
multiplex the co-channel signals. Using this informa-
tion, the spatial demultiplexer separates, demodulates
and passes the users’ signals on to the remainder of the
network. Complementary operations are performed on
transmission. Information provided by the SDMAP al-
lows the spatial multiplexer to combine signals on a sin-
gle frequency channel so that each user receives their in-
tended signal without interference from the other users’
signals. Multiple frequency channels are supported by
replicating the basic SDMA functionality for each chan-
nel.

Objectives

The effort being conducted under this program involves
completion of a fully functional real-time SDMA proto-
type for performing experiments to characterize typical
wireless communications radio frequency (RF) environ-
ments experienced by arrays of antennas. The results of
the experimentation will be used to refine the algorith-
mic components of SDMA. Since real-time implementa-
tion (and cost) are driving factors in commercialization
of this technology, significant emphasis will be placed
on these factors in the process.

In particular, the effort has three specific objectives,
as described below.

1. Construction of a full-featured SDMA pro-
totype
A flexible, fully functional SDMA prototype sys-
tem will used. The prototype system will contain
hardware and software that implements the SDMA
strategy (namely bearing estimation, tracking, spa-
tially selective transmission, and spatially selective
reception) in real-time, along with the capability
of storing data for off-line analysis where practi-
cal. The algorithmic components of SDMA will be
implemented digitally at baseband. Digital modu-
lation formats will be incorporated where possible,
to allow for testing of recently developed multidi-
mensional signal structure-based algorithms as well
as the development of new techniques for exploita-
tion of known signal structure in such systems.

2. SDMA algorithm refinement and develop-
ment
The algorithmic portion of the effort will be two-
fold. Significant effort will be directed at making
the algorithmic components work in concert at real-
time rates (i.e. spatial channel update rates on the
order of several Hz). Further algorithmic effort will
be directed at the issue of tracking (i.e. assuring
that the spatial channel for each handset is reli-
ably updated on the basis of the handset’s posi-
tion). Finally, research into and development of al-
gorithm modifications necessary to ensure reliable
system performance in the presence of a wide va-
riety of hardware errors will be undertaken, and
experiments will be conducted with the candidate
algorithms to verify their performance.

3. Characterization of the SDMA RF environ-
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ment
Existing studies of typical wireless communication
RF environments are not particularly useful for
SDMA algorithm development and performance
evaluations. In those studies, measurements are
taken almost exclusively with a single antenna. To
be useful for SDMA applications, measurements
must be taken with an array such as is used in the
SDMA system. Once the prototype has been built,
the entire system will be transported to several
different locations (a portable extensible antenna
mast has already been secured by ArrayComm) and
measurements will be taken to characterize repre-
sentative SDMA RF environments in rural, sub-
urban and urban areas. The results of these test
will provide the critical information necessary for
algorithm refinement, robustification, and product
development.

In summary, this effort is directed toward obtaining
a sufficient amount of experimental data under real op-
erating conditions to allow an accurate assessment of
the viability of SDMA technology in real-world environ-
ments. The experience and results of these experiments
will be crucial to the development of reliable, cost-
effective, efficient SDMA algorithms, and ultimately
products for addressing the ever-increasing demand for
wireless access in today’s communications marketplace.

Technological Challenges

The technological challenges facing this effort can be
roughly divided into two categories, practical and the-
oretical. From a practical standpoint, some of the rele-
vant issues that will be addressed in this effort include:

• downlink data collection

• antenna element design (mutual coupling)

• Rx linearity and dynamic range

• Rx bandwidth and ADC bits/rate cost tradeoffs

• Tx PA linearity and power cost tradeoffs

• Tx bandwidth and DAC bits/rate cost tradeoffs

To assess the performance of any SDMA-based full-
duplex mobile wireless communication system, the is-
sue of downlink data collection must be addressed. The

basic problem is that assessment of the performance of
any strategy for differential spatial distribution of en-
ergy seems to require that the spatial distribution be
measured. This is certainly a non-trivial task, especially
considering the underlying nonstationarity of the envi-
ronments in which the tests will be conducted. The re-
maining issues are of a practical engineering nature and
relate directly to cost/benefit trade-offs with significant
impact on final productization decisions. While they are
not on the list of burning theoretical issues of our time,
they are certainly the most important of the practical is-
sues that will determine the ultimate cost/benefit trade-
offs facing manufacturers and operators of SDMA-based
product and services.

At the “boundary” between practical and theoretical,
there are a number of interesting challenges that will
arise, including:

• antenna array design (f(environment))

• “micro” versus “macro” arrays

• the range of RF environments and how to model
them

stochastic←→ deterministic

• algorithms as a function of environment . . . what
can be exploited?

• real-time implementation of such algorithms

• system design issues - how many antennas . . .
where

From the experimental effort, a characterization of vari-
ous representative RF environments (at a particular fre-
quency) is expected. Of interest is to assess whether it
is possible to come up with a single parametric model of
the RF environment that, with appropriate identifica-
tion of the parameters, can sufficiently accurately char-
acterizes these environments. This unification could
lead to the development of a generic class of algo-
rithms for addressing these environments in a uniform
way. Currently proposed solutions are heavily depen-
dent upon the environment. Solutions proposed for
harsh urban environments do not provide the benefits
possible in the less complex suburban and rural envi-
ronments, and those proposed for the less complex RF
environments do not perform well at all in more complex
environments.
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From a purely theoretical standpoint, the following
are interesting challenges facing researchers in this area
(not all of these will be addressed in this effort):

• air interface protocol design - feedback or feedfor-
ward (intelligent or blind)

• network protocol design for spatial processing - cen-
tralized versus decentralized intelligence in the net-
work

• capacity implications of both

– what is the ultimate capacity measured in
bits/sec/Hz/volume of such systems?

– what is the size of a bit?

• “wired” versus “wireless” information flows in such
networks

From a “next generation” SDMA system implementa-
tion perspective, the issue of air-interface protocol de-
sign is important. Taking into account that base sta-
tions are “smart”, how should protocols be designed
to make maximum use of this feature? If “more in-
telligent” subscriber units are allowed, how much in-
telligence should they possess? What are the network
level impacts of SDMA technology and how should net-
work protocols be designed to exploit intelligent air-
interfaces? Ultimately, the question that will need to
be addressed relates to the fundamental issue of capac-
ity. In a general form, the question could be:

In a given volume of space, what is the max-
imum information flow between two arbitrary
sets of sources and sinks?

While this may seem overly simplified, the complexity
quickly surfaces when one considers (relativistic) space-
time issues and the physics of information (RF) propa-
gation.

Applications of SDMA Technology

It is widely recognized that the worldwide market poten-
tial for wireless communication systems significant, and
the demand is great. Wireless local loops are the local
phone systems of the future for developing countries as
well as eastern Europe. Two-way electronic messaging,
PCN’s, and next generation cellular systems are under

development. These markets are expected to reach over
$100B annually by the year 2000 worldwide.

These and other similar systems all face a critical
problem of scarcity of the fundamental resource — elec-
tromagnetic spectrum. SDMA has the potential to pro-
vide substantial relief from this problem. Once de-
veloped, SDMA-based products would certainly have
large market potential in a wide variety of marketplaces
worldwide.

3.6.3 Adaptive Arrays for Wireless
Communication Systems With
Multipath

Jack Winters, AT&T Bell Laboratories

Objectives

The goal of this research is to derive techniques for, an-
alyze, and implement adaptive arrays in wireless com-
munication systems with multipath.

Progress to Date

We have studied signal processing techniques for in-
creasing the capacity and reducing signal distortion in
fiber optic, mobile radio, and indoor radio systems. We
are currently studying adaptive arrays and equalization
for indoor and mobile radio.

Major Research/Technology Problems.

The major problem is demonstrating adaptive arrays in
operating wireless systems and developing cost-effective
implementation techniques for commercial systems.

3.6.4 Tradeoffs Among Hardware, Soft-
ware and Algorithms so That a
“Small” Group can Build a Large
Array

Harvey Silverman, Brown University

Introductory Remarks

Many modern systems are now based on the appli-
cation of complex mathematical algorithms using ad-
vanced computing implementations. Most of yester-
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day’s algorithmic research is making its way into prod-
ucts not only used in esoteric military/strategic appli-
cations but also by the general consumer. Today’s tech-
nology, however, has also had an important impact on
today’s algorithmic research; it has become essential to
test proposed algorithmic advances on real data and in
real-time implementations.

Consider the algorithm research and development
process.

• Stage I: Gain insight into a need for and algorithm
or an improvement on an existing algorithm.

• Stage II: Create the kernel of the algorithm – typ-
ically mathematically on paper.

• Stage III: Implement on the computer and test on
simulated data.

• Stage IV: Compare to existing algorithms using
simulated data. Repeat stages II and III and IV
until it works well.

• Stage V: Obtain and run on real data (offline).
Repeat stages II - V until it works well.

• Stage VI: Implement in real-time environment,
i.e., develop hardware, software and variations of
the algorithm until it works.

As a rule, until the early 1970’s when the size of RAM
for large computers grew to the order of megabytes, the
development of most algorithms was impeded by not
being able to perform meaningful simulations in Stage
III. Only very few places, such as IBM Research, AT&T
Bell Laboratories..., were able to work on real data in
the 1970’s at great expense. At that time, even these
large organizations did not do much to implement their
algorithm developments in real time.

Although minicomputers and larger time-shared com-
puters helped for developing some algorithms in the late
1970’s and early 1980’s, these machines had too high a
cost (complexity) for gathering real data and too lit-
tle power to implement substantive experiments. Not
much really changed until the advent of the higher-
performance desktop workstation and/or the higher-end
PC of about 1990. Not only was the cost of compu-
tation reduced to under $500 per MIP, but both lo-
cal RAM and hard disk storage was now available in
sufficient quantity to allow the obtaining of real-data.
Off-the-shelf A/D and D/A interfaces to the real-data

world became widespread at about this time. A new
era began for those who were developing computational
algorithms; stages III, IV and V, at least, could now be
run everywhere. Simpler algorithms made for relatively
low sampling rates could even be run in real time on
these conventional machines.

Most research algorithms still test the limits of com-
putational power. However today’s technology that
allows the offline experimentation on real data using
conventional hardware also allows special-purpose hard-
ware to be built that can compute most algorithms in
real time. Thus, for the first time, perhaps, stage VI
work is feasible for many more research groups. Not
only can the problem of making the algorithm work
comparatively well on real data offline be addressed,
but also some of the insideous problems due to imple-
mentational constraints, variable environments, and an
infinite data stream may be brought under the research
umbrella. One may easily predict that the technology
will grow quickly to support having real-time capability
with off-the-shelf hardware for many more algorithm-
exploration research areas. Thus it seems that the
rubric of research that ends in stage III will have less
and less impact relative to those who take their algo-
rithms through all six of the stages above.

Growth in I-VI Research will not only be due to the
advances in technology, but also due to the self-interest
of the researcher as the funding scenario changes. As
more research is able to be brought out as hard-
ware/software or simply software products, universities,
in line with the current practice in industry, will make
strong efforts to grow patent portfolios. The practice
of licensing from the universities, today a very small
part of the research funding scene, will grow markedly
in importance both because of the self-interest of the
inventors and universities and the likely diminution of
the sources of Federal funding. I-VI research is essential
for the patent process and to have sufficient important
and protectable intellectual property for a potential
industrial licensee to negotiate an arrangement with the
inventors and university. Thus, aside from the rare bril-
liant inspiration, it seems that the real impact will stem
only from I-VI Research. As a consequence, it will be
evident that the payoff for I-III, I-IV or I-V Research
will generally be smaller than I-VI efforts, and thus gen-
eral support for the former activities will diminish.

The Presentation of H. Silverman (4-28-95)
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Relative to Architecture and Construction
of “A Large-Scale, Intelligent Three-Dimensional

Microphone-Array Sound-Capture system”

James F. Flanagan and Harvey F. Silverman PI’s

The purpose of this presentation was to present some
of the hard-learned lessons gained from building large-
scale computational and data acquisition support for
the real-time implementation of algorithms. A set of
general ideas, very presumptuously labeled axioms,
was presented first. Then, some of the principles were
shown in the light of an example, our large microphone-
array construction project, called the Humongous Mi-
crophone Array (HMA). The following is the setting for
the axioms:

• Real time

• Large number of sensors ⇒ high I/O requirements

• ’High’ computational capability

• ’Low’ latency-time a factor

• Fairly general purpose hardware/software system

• Easy to program and change algorithms

• Reasonable physical size and electrical power re-
quirements

• Really Completable!!

The design of a large real-time system is an iterative
one. This is illustrated in Figure 3.35. It is most
important to realize up front that the easiest part of
the system to change is the algorithm! Thus, the design
and construction of a specialized, large real-time system
must necessarily include the algorithm developers who
should be willing to modify the algorithm to allow the
hardware/software components to be developed more
quickly and with lower cost. Just “throwing the algo-
rithm over the transom” will result in a more complex
and more expensive design that will also take longer to
build.

It is not easy for a small group to complete a large
construction project at a university. Our definition of a
small group at Brown is 1) 3 months of PI time (1/4 of
all efforts), 2) 1/3 of the time of a super analog/digital

IDEA

Algorithms Component Options

Organization

Design

Hardware Software

Figure 3.35: Design of a Large, Real-Time System
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design engineer, 3) 1/4 time of a good technician, 4)
4 PhD students adding up to about 2.0 full time PhD
students who are working on software and algorithms.
The effort levels at Rutgers are about the same.

The following list of axioms represents some guide-
lines for building a large project that have been gleaned
from experience:

1. Develop and test a set of computable, representa-
tive algorithms first.

2. Select silicon (microprocessors, memory A/D, etc.)
that you can get.

• Corollary: On NSF Projects, get it for
FREE.

3. Use “off-the-shelf” systems where feasible – in par-
ticular, buses, I/O and workstations.

4. Design to use the smallest number of reasonably-
sized, different PC boards as possible.

5. Design hardware to make the development of an op-
erating system, and subsequent user programming,
easy.

6. Keep the above axioms, but do not “throttle” I/O.

7. Develop designs that have ’side’ benefits.

8. If it does not quite work – adapt the algorithms!!

It is this set of axioms that have governed the HMA
project. The HMA is to be a real-time system that
supports localization of sources and beamforming in
real time for 512 microphones. It is meant as a re-
search system to uncover the effectiveness and the real
issues of using such and arrray in small and large rooms
for many applications such as teleconferencing, speech
recognition and theater. An overview of the architec-
ture is shown in Figure 3.36. In addition to doing loca-
tion and conventional beamforming, several other algo-
rithms, such as matched filtering to a number of rever-
berations in addition to the direct source, are intended
to be implementable in real time. The architecture of
the system has been developed to make the develop-
ment of an operating system with arbitration unneces-
sary. There are two major projects – each a duplicatable
printed-circuit board – in the project. (There are two
more single-shot boards, but these are relatively sim-
ple.)

512 Microphones

...M0 M1 M15

Microphone  Module

0

M0 M1 M15

Microphone  Module

...

31

Optical Bidirectional Link (OBL)

(OBL)

..
.

(OBL)

Commutator Board

Commutator Bus   MDIC[63:0]

Low−Level

Processor Board

(LLP)
6 to 15 Units

VMEBus

Utility BoardVMEBus to Sbus

Converter

...
SPARCstation

Master High−Level High−Level
Processor (HLP)Processor (HLP)

SPARCstation

High−Speed Ethernet or??

Audio (DAC) Out

Rack−Mounted Card−Cage
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Low−Level

Processor Board

(LLP)

Low−Level

Processor Board

(LLP)

Fast LLP Transfer Bus...

Figure 3.36: The HMA Architecture
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The first board, called the module board, being de-
signed at Brown, is shown in Figure 3.37. It converts
the signals from 16 microphones, takes them to the fre-
quency domain and sends the data along a fiber-optic
channel to the console of the system. Each module
board has a single 33MHz AD21020 DSP microproces-
sor, suitable fast memory, A/D’s etc. Thirty-two of
these boards are to be used in the system. Currently,
the first printed-circuit versions of the boards are being
debugged. Obeying one of the axioms, each of these
boards has a second potential application as a stand-
alone processor through an interface to a personal com-
puter. There are several boards that we are to make
for some potential users. VTEL, the video conferenc-
ing company in Austin, TX not only will be using the
board in this configuration, but also helped in the board
layout. It is likely that additional systems will be built
for ARPA/FBI and UCLA. Each module board in the
HMA, communicating via fiber optic cable, could be as
much as 3Km from the console!

The 32 module signals are combined at the console
and put on a one-way backplane bus 64 bits wide and
operating at about a 20MHz frequency. This bus is used
as input for every low-level-processing board. These
boards, being designed at Rutgers, each will have about
eight ADSP21020 microprocessors, hooked up so that
no arbitration need be used in the operating-system
software. Rather, another processor on the board, likely
from the 680X0 family, is used to schedule I/O by tak-
ing advantage of the two-bus architecture of the DSP
chips. By this mechanism, board-level memory buffers
may be loaded simultaneously with computation, and
I/O to the individual processors may be done through
the simple HALT mechanism. Another advantage is
that processors doing the same task, e.g., some DSP for
a specific-sized subset of the microphones, run exactly
the same programs. All processors are loaded over a
standard VME bus through an S-Bus to VME-bus con-
verter from a SUN SPARCstation 5 workstation. It is
planned to have about 15 low-level processor boards,
implying the power of some 120 DSP systems!

The ideas of the software design are made clear in the
following list:

• PHILOSOPHY

1. Keep it simple!!!

2. NO conventional operating system
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Figure 3.37: The HMA Module Board
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3. Data never influences program flow ⇒ it can
be done

• Load and Go System for the User

– Assigns programs to processors - booting

– Builds routing tables fore data

– Inserts parameters – e.g., microphone posi-
tions, number of mics actually used etc.

– Checks for errors – mismatched data types,
too many mics assigned, etc.

– GUI for input and data flow visualization

– A talented undergraduate can build it on a
standard workstation

Once again, the HMA system may be seen to be being
built using the axioms as pretty hard-and-fast guide-
lines.

One may further see the design process as depicted
in Figure 3.35 as applied to the HMA by looking at
Figure 3.38. This figures shows, in block-diagram form,
the flow of one of the algorithms that will certainly be
run on the HMA. The important interactions among
algorithms, data flow, processors and control software
are evident.

The status of the HMA project as of June 21, 1995
is:

• Hardware

– Console support complete

– First 3 of 6 module boards working

– Commutator board in debug and utility board
designed

– LLP design in process

• Software

– Module software complete

– Load and Go system in process

– Brandstein application in process

In summary, the HMA project is a very large build-
ing effort, at least for a university, and requires a lot of
cooperation from industry. Donations of semiconductor
components from their makers, as well as the donation
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of many other components is an essential aspect of the
task. This part of the project requires a large and unex-
pected piece of time and effort. Further advantage has
been gained from the side-benefit application, as one of
the major board-layout efforts was done by an expert
from industry.

It is key that the HMA project has obeyed the ax-
ioms presented. Even though the project is still a ma-
jor “push” for those involved, the probability of success
would have been close to zero were not the axioms ap-
plied. In any event, the project is an engineer’s delight
and all involved have great excitement.

3.7 “Array” of Applications

3.7.1 Novel Algorithms for Finding
Localized Energy Solutions
With Application to Magne-
toencephalography (MEG)

Bhaskar Rao, University of California at San Diego

Introduction

Medical imaging has been and stills remain an area of
active interest with array processing playing an impor-
tant role in the reconstruction of an image from mea-
surements. Of particular interest, and of main concern
in this research, is the high resolution imaging of the
brain with the use of these images being to obtain a bet-
ter understanding of the functioning of the brain, and
to provide effective tools for clinical diagnosis. Some
key requirements on the technology for this goal to be
realized are

• High temporal resolution. Imaging the activity in
the brain requires tracking electrical activity that
last one to several tens of milliseconds. Imaging
methods like single-photon-emission computed to-
mography (SPECT) and echo-planar based func-
tional magnetic resonance imaging (MRI) though
useful do not provide such high temporal resolu-
tion (typically the resolution is in secs).

• High Spatial resolution. Since activity in the brain
is localized, both for understanding and diagnosis
purposes high spatial resolution in the reconstruc-
tion is desired.

• Noninvasive. The methods for imaging have to be
noninvasive. This makes the procedures safe, psy-
chologically more acceptable, useful for early diag-
nosis and for practicing preventive medicine.

• Cost effectiveness. Medical costs are a very impor-
tant element in the introduction of new technology.
Keeping the costs for treatment down is an impor-
tant consideration.

A candidate that shows considerable promise is Magne-
toencephalography (MEG)1,2. In MEG, magnetic field
measurements are made on the surface of the head using
an array of sensors. The sensors in this case being Su-
perconducting QUantum Interference Device (SQUID)
magnetometers. The magnetic field measured is a result
of source currents in the brain that result from neuronal
activity. Reconstruction of these source currents from
the magnetic measurements results in an image of ac-
tivity in the brain which can be used for understanding
and diagnosis purposes. MEG appears to be able to ad-
dress all the issues mentioned above. It is noninvasive,
and is capable of producing high temporal and spatial
resolution. With the improvement of instrumentation,
cost for these systems are projected to go down and
coupled with reduced hospitalization costs become cost
effective. The technology also is promising for imaging
other organs, and for non-destructive testing.

There is considerable work that needs to be done both
on the instrumentation and signal processing side before
the technology is commercially viable. Our research
addresses array signal processing issues in MEG. The
processing goal in MEG is the accurate reconstruction
of source currents representing neuronal activity and
essentially involves dealing with the electromagnetic in-
verse problem. Solving this inverse problem poses many
challenges which we discuss next, and the main objec-
tive of our work is to develop novel algorithms to solve
such inverse problems.

Technical Challenges

The issues that arise in the MEG array processing prob-
lem are challenging and have commonality with other
array processing problems. It involves modeling issues,

1J. P. Wikswo, IEEE Trans. on Applied Superconductivity,
June 1995

2M. Hamalalainen et al, Rev. Mod. Phys., April 1993
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dealing with highly dynamic environment (nonstation-
ary), low signal to noise environment, limited measure-
ments, and the need for high resolution reconstructions.
Some of these problems are discussed next.

On the modeling front, an issue of interest in this
research is the modeling of the current sources that
represent the neuronal activity. A popular approach is
the use of multiple dipole model to describe the current
sources. This reduces the inverse problem to a param-
eter fitting problem. Popular parametric methods can
then be adapted to solve the source localization prob-
lem. Alternative approaches, which do not make the few
pointlike sources assumption, employ a nonparametric
formulation and attempt to find more general solutions
to the inverse problem. How to best obtain localized
reconstructions using nonparametric methods, and how
to synergistically combine parametric and nonparamet-
ric methods for MEG reconstructions is an important
issue. Also devising effective procedures to account for
the anatomical shape and parameters in the forward
model that arises in the inverse problem is important.

Since the goal of MEG is brain mapping, we are deal-
ing with a highly dynamic environment. Though mul-
tiple snapshots are available, extensive averaging over
snapshots limits time resolution. How to deal reliably
with multiple snapshots for both high temporal and spa-
tial resolution is an important issue. Tradeoffs between
time resolution and accuracy have to be made. How
best to make these tradeoffs is another important prob-
lem.

The signal to noise ratio is often very low and how
to best handle noise is always an issue. Depending on
the modeling assumptions made, the approach and com-
plexity will vary. It is particularly challenging when a
nonparametric approach is adopted since such a formu-
lation allows for more general models for the current
sources.

High resolution with limited measurements is always
challenging and calls for more intricate signal process-
ing techniques. Parametric models potentially provide
a useful vehicle for extracting more information from
the data. However, success of parametric model based
schemes depend critical on their suitability for the prob-
lem. On the other hand, nonparametric methods allow
for more general source models but high resolution es-
timates are harder to obtain. Currently for nonpara-
metric methods, when data is limited, minimum norm
solutions are computed and are popular. However, the

criterion of minimum norm is not conducive to local-
ized solutions. Devising approaches to reconstruct more
general source models but yet impose some localization
properties as required by the MEG problem is a chal-
lenging research task. It has more general implications
and can be useful in many applications where nonpara-
metric methods are used. In applications where local-
ized solutions are desirable, combining minimum energy
criterion with a minimum complexity criterion offers
promise. In the MEG problem, solutions with mini-
mal/reduced support, i.e. solutions with fewer nonzero
entries, would be considered less complex. Attempts to
define cost measures that formalize complexity, and de-
veloping efficient algorithms to minimize such cost func-
tions hold great promise and pose an important chal-
lenge.

Work at UCSD

The main objective of our work has been to ad-
dress the issues that arise in solving the MEG in-
verse/reconstruction problem. The main results of our
research have been in the development of a novel non-
parametric method called FOCUSS (FOCal Underde-
termined System Solution) to solve the MEG recon-
struction problem. An important attribute of the FO-
CUSS method is that it extracts compact but otherwise
arbitrarily shaped areas of activation. Consequently, it
has the flexible modeling capability of nonparametric
methods and also provides high resolution estimates.
An example of the capability of the algorithm is shown
in figure 1. A 2-D geometry is used in these simulations.
The planar geometry consisted of 17 sensors and a 72
point reconstruction grid. In the presentation format,
sensors are indicated by circles and all source currents
are assumed to be normal to the plane of reconstruction.
As can be clearly seen, in contrast to the minimum norm
method which does not yield localized reconstructions,
FOCUSS yields high resolution reconstructions.

A complete analysis of the algorithm has also been
conducted. In particular, global convergence of FO-
CUSS and local convergence rates of the algorithm
have been established. Also procedures to deal with
noise (Regularization in conjunction with FOCUSS)
have been developed and studied. They show consid-
erable promise. However, much remains to be done.
Also extensive study of the FOCUSS algorithm for the
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Figure 3.39: Resolution achieved with different recon-
struction techniques for an extended source at different
depths. Each column illustrates a different depth source
(near-surface, mid- depth and deep) and each row il-
lustrates a different reconstruction method (minimum
norm, unbiased minimum norm, and FOCUSS). Simu-
lated current distributions are illustrated in the top row.
The compound version of FOCUSS with bias compen-
sation was used.

MEG application has been conducted on synthetic data.
They show the algorithm to be reliable.

Future Work

In our work on FOCUSS, we have taken some impor-
tant steps to address the signal processing challenges
that face MEG. However, much remains to be done to
improve the reliability of the data processing in order
for this useful technology to become clinically accept-
able and economically viable. Issues relating to dealing
with noise, multiple snapshots, resolution limits (both
temporal and spatial), robustness to modeling uncer-
tainty etc, still need further exploration before definitive
conclusions can be drawn. Our future work consists of
continuing to work on the MEG inverse problem and
address the algorithmic challenges discussed above. In
addition, there is a need to evaluate the methods devel-
oped on real data. This would involve using the algo-
rithms in conjunction with anatomical information, and
making realistic comparisons with other reconstruction
methods.

3.7.2 Biomedical Applications of Array
Signal Processing

Kevin Buckley, University of Minnesota

Applications, General Investigations and DSP
Education

In this section, four research and lab development
projects supported by the PYI Grant MIP-9057071 are
described. The common research theme is Array Signal
Processing. The purpose of the developed course and
projects laboratory is real-signal and real-time Digital
Signal Processing (DSP). The four supported projects
are entitled:

• Basic Issues in Locating Radiating Sources,

• Microphone Arrays for Hearing Aids,

• Electroencephalogram (EEG) Array Processing,
and

• DSP Education.
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To date, this grant has supported five Ph.D. students in
the department of Electrical Engineering at the Univer-
sity of Minnesota. Four of these students have already
graduated.

Basic Issues in Estimating Loca-
tions of Radiating Sources

Estimating the locations of radiating sources, using sig-
nals from an array of sensors, is an important func-
tion both in traditional applications such as Commu-
nications, Geophysical Exploration, SONAR, RADAR
and Astronomy, and in emerging array applications such
as Hearing Aids and audio systems, Electroencephalo-
gram (EEG) Studies and Crack Detection/Localization
for Aircraft and Machinery. Certain performance issues
are common to all applications. For the successful ap-
plication of array processing to any particular problem,
it is as important to understand these application inde-
pendent issues as it is to have command of application
specific challenges. Basically, if it is not understood how
a location estimator performs under standard or idealis-
tic situations, it is difficult to interpret results obtained
from real-data applications. It is also difficult to select
the best processing procedure for a given application
without an understanding of basic characteristics of rel-
ative performance of a set of candidate procedures.

Contributions

Our research on basic source location estimation over
the past several years has focused on performance anal-
ysis and on development of robust, highly accurate ar-
ray signal processing algorithms. Within the context
of this discussion, a highly accurate array signal pro-
cessing algorithm is a computational procedure which
provides, from a limited amount of array data, source
location estimates with low bias and variance (i.e. esti-
mates with small deviation from the actual location). A
robust algorithm is a signal processing procedure which
provides reliable estimates of source locations even when
employed information about array, propagation channel
and noise characteristics is inaccurate.

Concerning performance given limited data, we have
developed an estimator variance and bias analysis ap-
proach and applied to several classes of highly accurate
source location estimators. These include:

• the eigenspace based class (e.g. termed MU-
SIC, root-MUSIC, MinNorm, Closest, ESPRIT and
Weighted Subspace Fitting), which have received
considerable attention in the research literature in
recent years;

• the optimum spatial filter based class (e.g.
MVDR), which in application specific communities
are often considered to be the most reliable; and

• variations of these two classes of methods which
provide performance trade-offs.

Extending our results on limited data analysis, we have
also been considering the important issue of sensitivity
of high accuracy source location estimators to model-
ing errors, which result from inaccurate assumptions on
source, noise, propagation channel and array character-
istics.

The principal contribution of our effort is the abil-
ity to comprehensively compare a broad range of source
location estimation algorithms which are of interest, in-
cluding those listed above. The analytical measures
we’ve developed for the estimators in issue are of:

• location estimate statistical variance,

• location estimator asymptotic bias, and

• location estimate statistical bias.

Besides comparing existing algorithms, we have used re-
sults from our analysis to identify new estimators which
concurrently enhance high accuracy and robustness.

Our interest in robust source location estimators
has lead us to a consideration the class of Bayesian
based estimators of location parameters and numbers-
of-sources. This Bayesian approach allows us to incor-
porate robustness into optimum estimators, by directly
using statistical information about the uncertainty of
assumed array, noise, propagation channel and source
characteristics.

Our research has resulted in source-location and
number-of-sources estimation procedures which provide
improvement especially for limited data cases, includ-
ing the critically important case where only one data
sample per sensor is available.

Figures 3.40 and 3.41 exemplify results of this re-
search. Figure 3.40 shows the relative performance
of two popular source location estimators given un-
certainty in the source observation model. MUSIC
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Figure 3.40: Comparison of two source location estima-
tors.

(an eigenspace method) and MVDR (an optimum fil-
ter based method) are compared. Relative to MVDR,
MUSIC is generally considered to be more accurate, but
less robust and more computationally expensive. Fig-
ure 3.40 is a graph of estimator deviation from the
true value vs. the amount of model uncertainty (left is
more uncertain). We’ve shown that the primary rea-
son MUSIC outperforms MVDR is that unlike MUSIC,
MVDR is asymptotically biased (inaccurate even with
infinite data). However, the graph shows that with even
a small amount of modeling error the standard devia-
tions of MUSIC and MVDR (which are virtually the
same) dominate MVDR’s asymptotic bias, and thus the
two estimators will perform similarly. This suggests,
and more importantly quantifies, the fact that if the
more computationally expensive eigenspace procedure
is to be used with advantage, we had better be very
careful about designing and characterizing the data ac-
quisition system.

Figure 3.41 investigates estimation of the number of
sources. We compare a new Bayesian Evidence method
with two popular methods (AIC and MDL). The graph
shows the probability of detecting two dipole sources in
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Figure 3.41: Comparison of number-of-source estima-
tion methods.

a human brain (generated by cognitive activity) vs. the
strength of background noise. Only a few data samples
per EEG electrode were used. Our new method, which
is specifically designed to provide accurate estimation
when data is severely limited, clearly outperforms the
standards.

Technical Challenges

As long as there is interest in considering the potential
advantages of employing array data, either in new sig-
nal processing applications or to improve performance
for existing applications, there will be a need for basic
array processing research. High performance and ro-
bustness are generally conflicting objectives, since high
performance required high sensitivity to characteristics
of interest and robustness is defined as low sensitivity to
characteristics not of interest. To jointly achieve both,
flexible methods which can be finely tuned are needed,
and specific applications must be well understood.

New applications and stricter performance require-
ments will continue to require both new array processing
methods and new understandings of the performance
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of established methods. Continued investigation is re-
quired in the areas of:

• flexible array processing procedures and their per-
formance, and

• application specific development.

Microphone Arrays for Hearing Aids

With the Audio DSP Laboratory and computational
facility developed with PYI Grant matching funds, we
have been conducting research into the application of
multiple microphone arrays and digital signal process-
ing to hearing aids. This research has focused on the
enhancement of the intelligibility of a desired speech
signal which is received in a reverberant (multipath)
environment in competition with interfering speech and
noise signals. We have developed spatial filters which
attenuate reverberant and interference signals.

The current state-of-the-art hearing aid products are
in-the-canal, analog signal-path devices. They provide
the requisite frequency shaping and amplification for
the user. However, they do not effectively reduce unde-
sired noise. They therefore do not provide an increase
in intelligibility of a desired signal which is considered
needed for the hearing impaired in common noisy en-
vironments. With digital signal processing and multi-
microphone hearing aids, there exists the potential of
implementing a degree of flexibility and adaptability
unrealizable with analog hardware. This can be used
to provide optimum spatial filtering of noise in chang-
ing environments. To date there have been only a few
digital signal processing hearing aids product develop-
ment efforts. These have not targeted multimicrophone
spatial filtering as a function, and have not resulted in
profitable products. However, research into the use of
multimicrophone hearing aids clearly indicates that sig-
nificant improvement in intelligibility can be realized.
We have identified an effective adaptive spatial filter-
ing procedure for hearing aids, and evaluated its perfor-
mance.

Contributions

The specific problem we targeted is noise reduction,
through spatial filtering of data from multiple micro-
phones, for hearing aids. As shown in Figure 3.42, the

Speech
Desired

Interference

Σ

Spatial Filter

H.A.

Figure 3.42: A head-worn spatial filter and a spatially
selective response.

spatial filter is to be a preprocessor for a standard hear-
ing aid which provides frequency shaping and amplifi-
cation. The objective of the preprocessor is to attenu-
ate interference and reverberation without appreciably
distorting the desired signal. If the desired signal is dis-
torted, the standard hearing aid will not provide the
frequency shaping and amplification required for the
specific user. The situation we’ve been considering is
realistic and very challenging. The environment is re-
verberent and time varying. Noise sources are mov-
ing in space and turning on and off. The microphone
array is broadband (speech spectral range), inexpen-
sive (and therefore variable from device to device), and
headworn (thus easily steered but very limited in aper-
ture). The hearing aid preprocessor should be realized
as a device which is no larger than a behind-the-ear aid.
Fortunately, by usual array applications standards, only
a modest increase in signal-to-noise ratio (SNR) is re-
quired to provide the hearing aid user with the increase
in intelligibility needed to be at even performance level
with a person of normal hearing.

Given these restrictions, and an understanding of
their implications developed through realistic simula-
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Figure 3.43: A multimicrophone spatial filter structure
for hearing aids.

tions, we’ve identified the digital processing structure
depicted in Figure 3.43 as being simple and adequate
enough for this problem. Only three to seven micro-
phones are required, and at a 10KHz sampling rate no
more than 16 multipliers per microphone (represented
in the figure as the wi,j) are required. The key to ef-
fective spatial filtering is the selection of the wi,j multi-
pliers. For this, we borrowed and modified as required
techniques from basic sensor array processing. Since
the noise and reverberation characteristics are different
for different situations, and time varying, the weight
selection algorithm adaptively minimizes output power.
However, the set of multipliers are constrained such that
the desired signal is processed without appreciable dis-
tortion, even though the head-worn array may vary in
characteristics from user to user, and may not be steered
directly at the desired speaker. Thus the process of out-
put power minimization attenuates only reverberation
and interference.

Table 1 shows intelligibility gain for the hearing aid
spatial filtering approach we developed.

Reverberation and Case ∆ SNR ∆ SRT GI

Anechoic 7 mike 22.7 26.1 25.6
Anechoic 3 mike 15.4 18.8 18.0
Living Room 7 mike 10.2 10.4 10.6
Living Room 3 mike 5.1 7.3 6.1
Conf. Room 7 mike 3.1 3.6 3.8
Conf. Room 3 mike 1.4 2.2 1.7

Table 3.2: Intelligibility test results, ∆ SNR, GI for
several environments and processors

It shows results of formal subject tests. Ten normal
hearing subjects were asked to identify spondaic words
in reverberation and noise. A realistic simulation pro-
gram was used to generate both sensor output and spa-
tial filter output signals. This simulation program in-
corporated reverberation, microphone placement errors
(on a head), acoustical effects of the head, and inaccu-
racy in steering the headworn array towards the desired
speaker. An interferer was simulated at 45 degrees to
the right of the desired speaker. Results of six cases
are shown, where the amount of reverberation (none
= anechoic, modest = living room, significant = con-
ference room) and number of microphones were varied.
The third column, labeled ∆SRT, shows the results of
the formal listening tests. Note that with seven micro-
phones, an improvement in speech reception threshold
(SRT) of almost 4 dB is realized. This means that,
compared to the output of the best microphone (that
with the highest intelligibility), by using a seven mi-
crophone spatial filter we have effectively increased the
desired signal power by almost 4 dB. Columns 2 and 4,
labeled ∆SNR and GI respectively, show the calculated
improvement in signal-to-noise ratio and calculated im-
provement in intelligibility. Two results are worth not-
ing. First, we realize the required improvement, even
in a very challenging reverberent environment. Second,
GI , a measure we derived for calculating intelligibility
improvement from microphone and spatial filter output
signals, accurately reflects intelligibility improvement.
GI can thus be used to evaluate hearing aid perfor-
mance, without having to resort to expensive and time
consuming formal listening tests. Consequently we have
used this measure to verify that the proposed spatial fil-
tering provides more than the targeted improvement in
many realistic situations.

We have also developed real-time implementations of
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these hearing aid spatial filtering algorithms, using the
Motorola DSP56001 Digital Signal Processing chip. Be-
sides the primary task of implementation and evaluation
for the hearing-aid application, this involved the devel-
opment of a new hearing-aid array calibration method,
which is simple and effective enough to be potentially
implemented in a hearing-aid fitting situation.

Technical Challenges

It has been established that adaptive microphone array
spatial filters can be used to significantly reduce noise
levels (relative to single microphone and fixed multimi-
crophone spatial filters) in realistic hearing aid situa-
tions, where there is reverberation, noise, substantial
uncertainty in signal observation models, and limited
array and processor resources. The challenge now is to
convince the hearing aid manufacturing and consumer
communities of this advantage, and to realize the ad-
vantage with competitive products.

Electroencephalogram (EEG) Array Processing

Figure 3.44 illustrates the EEG electrode configuration
commonly used today. Electrode signals are studied in
both clinical and research situations, for example, to in-
vestigate sleep disorders, to localize sources of epileptic
seizures, to detect AIDS dementia and to study brain
functionality. Individual electrode outputs are evalu-
ated visually or with computer assistance, to study tem-
poral and frequency characteristics. Spatial origin of
signals, within the brain, is qualitatively determined by
inspecting several electrode outputs at the same time.

Formal EEG electrode array processing is being in-
vestigated. We have been actively researching one ob-
jective – the accurate localization of sources of cognitive
activity.

Contributions

Our investigation into EEG array processing has been
concerned with:

• EEG electrode configuration design, for which we
have developed a theoretically based sampling the-
orem and a practical method of determining the re-
quired number of EEG electrodes for a given task;
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Figure 3.44: The standard 10/20 EEG electrode config-
uration.

• robust dipole source localization and number-of-
source determination, for which we have success-
fully applied the general Bayesian approach de-
scribed earlier; and

• the application and evaluation of spectral based
dipole localization methods, for which we are ex-
tending the performance analysis discussed above
to the multidimensional source location parameter
problem.

Figure 3.41 illustrates one of our contributions to
EEG array processing. Two dipole sources were sim-
ulated in the cortical region of the brain. Given were
35 EEG electrodes and 50 data points per electrode. As
noted earlier, the graph compares several methods for
estimating the number of sources, and clearly demon-
strates the advantage of our new Bayesian Evidence
method for situations where there is limited data.

Technical Challenges

Although EEG has been around for a long time, it use-
fulness as an approach to spatial mapping of cognitive
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cortical activity is still in question. Further research
on this topic is warranted because EEG (along with
Magnetoencephalogram (MEG)) Array Processing of-
fers two things that other brain imaging modalities can
not:

• a direct measure cortical electromagnetic activity;
and

• millisecond temporal resolution.

Additionally, EEG is by far the least expensive brain
imaging modality.

Comprehensive, multidisciplinary investigations are
needed. Application specific array processing algo-
rithms need to be developed using best available gen-
eral array processing methods. For example, robust
Bayesian parameter and number-of-sources estimation
methods need to be considered in addition to the stan-
dard least-squares and spatial-spectral methods that
have been suggested. Algorithm development is needed
based on both detailed simulations and real data which
is acquired under careful control. Currently, the biggest
impedement to the development of effective EEG array
processing algorithms is lack of reliable data. There are
indication that this problem will be resolved in the near
future.

DSP Education

With donated equipment from Motorola, University of
Minnesota financial and facility support, and match-
ing funds from NSF, a Digital Signal Processing (DSP)
Laboratory has been developed which is currently used
for:

• an undergraduate general DSP Lab Course (ap-
proximately 70 students/year);

• a graduate real-time DSP Lab Course (approxi-
mately 15 students/year); and

• DSP Projects and Research.

Figure 3.45 illustrates this lab.
The Lab Courses provide students hands-on experi-

ence with real-data and real-time signal processing, an
experience consistently sought by local industry. Stu-
dents investigate methods for: spectrum estimation;
digital filter design and implementation; real-time adap-
tive and multirate filtering; and full-duplex, real-time
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Figure 3.45: The DSP Laboratory.

differential pulse code modulation. Lab Projects to date
include: real-time noise cancellation for EKG signals;
real-time spatial filtering for hearing aids and other au-
dio applications; real-time active acoustic noise cancel-
lation; and material crack detection, localization and
diagnostics based on acoustic emissions generated dur-
ing crack formation.

3.7.3 SAR Image Formation and Pro-
cessing

Jian Li, University of Florida

SAR Image Formation and Processing

The objective of our research efforts on synthetic aper-
ture radar (SAR) image formation and processing is to
enhance SAR image formation and understanding tech-
niques. Our efforts have potential impact on both envi-
ronmental monitoring and military and law enforcement
applications. For environmental monitoring, our results
can be used to better detect, analyze, and quantify en-
vironmental changes. In military and law enforcement
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applications, our results can be used to better extract
target features for target recognition.

We have so far primarily focused on SAR image for-
mation via spectral estimation methods. We have found
that existing parametric methods are not applicable in
general to the SAR image formation problem. We have
investigated how nonparametric methods such as Capon
and Welch methods, which are FIR (finite impulse re-
sponse) filtering approaches, can be used for SAR im-
age formation. We have also developed an adaptive
FIR filtering approach method, which is referred to as
the APES algorithm, for spectral estimation and SAR
imaging. We have shown via both numerical and ex-
perimental examples that the adaptive FIR filtering ap-
proaches such as Capon and APES can yield more ac-
curate spectral estimates with much lower sidelobes and
narrower spectral peaks than the FFT method, which is
also a special case of the FIR filtering approaches. We
show that although the APES algorithm yields some-
what wider spectral peaks than the Capon method, the
former gives more accurate overall spectral estimates
and SAR images than the latter and the FFT method.

Figure 3.46(a) shows the modulus of a simulated
SAR image. Note that the data consists of 3 spectral
lines and two closely-spaced one-dimensional continu-
ous pulses. (The line spectra in Figure 3.46(a) simulate
corner reflectors and the 1-D continuous pulses simu-
late dihedrals in SAR images.) Figure 3.46(b) shows
the modulus of the spectral estimate obtained with the
2-D FFT method. The use of the 2-D FFT results in
high sidelobes; the two 1-D continuous pulses in the
spectrum are barely resolved. Figure 3.46(c) shows the
modulus of the spectral estimate obtained by using 2-D
FFT with a circularly symmetric Kaiser window. The
windowed FFT method reduces the sidelobes. However,
it widens the spectral peaks and, as a result, the closely
spaced one-dimensional continuous pulses are smeared
together. Figures 3.46(d) and (e) show the spectral esti-
mates obtained by using the 2-D Capon and 2-D APES,
respectively. Note that 2D-APES gives slightly wider
spectral peaks than 2D-Capon, but the spectral esti-
mates obtained with the former are more accurate.

Figure 3.47 shows an example of the results obtained
with the experimental data collected by ERIM (En-
vironmental Research Institute of Michigan). Figures
3.47(a) and (b) show the SAR images obtained with
the 2-D FFT method and the 2-D APES method. Note
that the SAR image formed with the latter method has

(a)

(b)

(c)
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(d)

(e)

Figure 3.46: SAR image estimates. (a) True SAR im-
age. (b) 2-D FFT. (c) 2-D FFT with circularly sym-
metric Kaiser window. (d) 2-D Capon.(e) 2-D APES.

(a)

(b)

Figure 3.47: SAR image estimates. (a) 2-D FFT. (b)
2-D APES.
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much lower sidelobes and less speckle than the one ob-
tained with the former method.

We have also made initial progress on improving the
convergence rate of the K-means and adaptive K-means
algorithms used for image segmentation and under-
standing. Fast convergence is needed when processing
a large amount data used in environmental monitoring.
For the K-means algorithm, the means are updated lo-
cally rather than globally. For the adaptive K-means
algorithm, we improve its convergence rate via hierar-
chical implementation and multiresolution wavelet de-
composition.

Future Direction

To devise practical array processing algorithms, we
must emphasize on the robustness of the algorithms,
which must be based on realistic data models. Our
future research direction is to establish realistic data
models and devise robust algorithms to solve practical
problems in the many application areas we are inter-
ested in including communications and radar.

3.7.4 Null Steering/ Beamforming Ar-
rays Used in Conjunction With
GPS Receivers

Anton S. Gecan, E-Systems and Michael D. Zoltowski,
Purdue University

Objectives
The goal of this project is to develop high-speed adap-

tive null steering array systems for the purpose of pro-
tecting the GPS signal from interference. Recent inves-
tigations by both the Defense Science Board and a sub-
committee of the National Research Council have led to
the conclusion that the GPS signal is quite vulnerable
to interference - either deliberate or inadvertent.
Progress to Date and Milestones

The approach taken is to find that set of spatial fil-
ter weights that minimizes the output power of the
beamformer subject to a single linear constraint on the
weights: unity weight on the reference element (e.g., the
center element of a circular array.) This approach leads
to a computationally simple algorithm that is robust to
calibration errors due to mismatch amongst the antenna
elements comprising the array.

The power minimization approach is premised on the
fact that the GPS signals are below the noise floor and
that the respective signals from different GPS satellites
may be selected based on their corresponding PN se-
quences after beamforming, and may thus pass through
the beamformer simultaneously. The algorithm works
to drive the output power down to the noise floor
thereby putting nulls in the directions of the interfer-
ing sources.

The conjugate gradient method is used to minimize
the output power subject to a unity weight constraint
on the reference element. Through a simple change of
coordinate bases, the constrained optimization problem
may be converted to an unconstrained one. A simu-
lation is presented to demonstrate the effectiveness of
this approach at suppressing interferers under stressed
conditions.

The AE1-α prototype antenna array built by E-
Systems consists of six antennas equi-spaced around a
circle of radius 3.75 inches and an additional antenna at
the center of the circle serving as a reference element.
The jammer scenario involved 4 broadband Gaussian
noise sources equi-spaced in azimuth at 10◦ elevation
measured up from the horizon (80◦ with respect to bore-
site.) The powers of the jammers ranged from -80 dBW
down to -100 dBW. The 7×7 spatial covariance matrix
is built up during the first 500 microseconds (µs) from
a total of 100 snapshots, one every 5 µs. The instanta-
neous output power obtained at each snapshot during
this covariance build-up period with unity weight on the
reference element and zero weight on all of the auxiliary
elements is indicated by the first 500 µs segment of the
power versus time curve plotted in Figure 3.48 (a).

During the next 500 µs, a conjugate gradient (CG)
search is run. In the case of strong interferers, the CG
search requires a maximum of 6 steps to converge to the
minimum possible output power under the unity weight
constraint on the reference element. Each step requires
80 µs of computation time. Although it is an interme-
diate quantity, the average output power obtained with
the set of weights at each of the 6 iterations of the CG
search is plotted as that 500 µs segment of the power
versus time curve in Figure 3.48 (a) running from 500
µs to 1000 µs. This is an average power measurement
based on the time-averaged covariance matrix. It is ob-
served that convergence occurs in four steps of the CG
search, which is equal to the number of jammers in this
case. In addition, for this set of jammer locations and
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corresponding powers, the final average output power is
4 dB above the noise floor.

Note that during the 500 µs interval the CG search is
being run, another processor is simultaneously building
an update of the spatial covariance matrix. The instan-
taneous power obtained at each snapshot during the
500-1000 µs time interval with the initial set of weights
is not shown in Figure 3.48.

Since the final output power obtained from the CG
search at 1000 µs is an average power based on a time-
averaged covariance matrix, during the 1000-1500 µs
time interval we plot the instantaneous power obtained
with the optimum set of weights output from the CG
search; this reflects noise and some residual jammer sig-
nals. Keep in mind that during this 1000-1500 µs time
interval two processes are occurring simultaneously: (1)
a new covariance matrix is being formed and (2) the con-
jugate gradient search is being run with the covariance
matrix formed during the 500-1000 µs time interval.

Figure 3.48 (b) shows the azimuthal beam pattern at
the common elevation of the interferers obtained with
the set of weights output from the CG search at 1000
µs; nulls are observed at the respective azimuth angles
of the four jammers.
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Figure 3.48: Simulation of power minimization via con-
jugate gradient method with full covriance build after
complex baseband demodulation and A/D conversion:
four broadband jammers with diverse powers at com-
mon low elevation angle of 80◦.
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